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Abstract— Gate oxide tunneling current {;.:) is comparable to order to simplify the search space, we divide this optinidzat
subthreshold leakage current in CMOS circuits when the egalent  in two stages. We first perforrii,, assignment based on a
physical oxide thicknessT(,.) is below 15A. Increasing the value cost function, and then postprocess the result to perfoam

of T,. reduces the leakage at the expense of increased dela

and hence a practical tradeoff between delay and leakage Caﬁ’stor and pin reordering. Although this optimization can be

be achieved by assigning one of two permissible, values €Xploited ata number of points in the design methodology, ou
to each transistor. In this paper, we propose an algorithmrfo solution considerd’,, assignment as a step that is performed
dual T,, assignment to optimize the total leakage power undegfter placement and transistor sizing, at which point itdedi

delay constraints, and generate a leakage/delay tradeaffve. As 4 gchjeve a final performance improvement. Unlike earlier

compared to the case where all transistors are set to [Byy, our t f desi th is | desi tainty at thig
approach achieves an average leakage reduction of 86% under'@des ot design, there Is 1ess design uncertainty a po

100nm models and 81% under 70nm models. We also proposedd minor Chan_ges in Iay(_)ut parasitics dug’'to assignment
transistor and pin reordering technique that has minimal yaut can be dealt with as an incremental update. As a result, all

impact to fuftflef reduce the total leakage current up to 12%d of the delay gains from our procedure are guaranteed in the

Igate UP 10 27% without incurring any delay penalty. final design, with a low leakage power overhead. Furthermore
transistor and pin reordering is a postprocessing step that

I. INTRODUCTION has a low layout impact, and is therefore an inexpensive

. ] _ optimization in terms of the changes that it may induce in
Leakage current is a primary concern for low power, higfe design.

performance digital CMOS circuits for portable applicaBd | eaxage power can be broadly divided into two categories,

and industry trend_s show that Ieakage will be roughly SO%bpending on the mode of operation of the circsiandby

of the total power in future technologies. New leakage mecfsykage which corresponds to the situation when the circuit
anisms, such as tunneling across thin gate oxides, leadingd i, 4 non-operating or sleep mode, aadtive leakage

gate oxide leakage current(;.), come into play at the 90nm \hich relates to leakage during normal operation. Numerous
technology and remain a daunting challenge for a number fqtive techniques for controlling standby leakage Hzaen
technology nodes. proposed in the past, including state assignment [4], tiee us

The International Technological Roadmap for Semicondugt mytiple threshold CMOS (MTCMOS) sleep transistors [5],
tors (ITRS) [1] predicts that physical oxide thickness.) poqy-biasing [6], and dudl,, combined with state assignment
values of 7-12A will be required for high performance CMO%]_ Active leakage, on the other hand, has not been widely

circuits by 2006, and quantum effects that cause tunneliggyressed in the literature to date, primarily because st ha
will play a dominant role in such ultra-thin oxide devices,gt peen a major issue in present technologies. However,

The probability of electron tunneling is a strong functioh Ojgaage power dissipation in the active mode has grown to ove
the barrier height (i.e., the voltage drop across gate ¢xidd 4004 in some high-end parts today [8]. Therefore, reducing

the barrier thickness, which is simply,,, and a small change g¢ive leakage is vital for advanced technologies in cusren

in T, can have a tremendous impact .. For example, generation circuits and for next-generation technologige
in MOS devices with Si9 gate oxides, a difference ifi., of  range of options that are available for reducing active dgak
only 2A can result in an order of magnitude increasd in. g considerably more limited than for standby leakage, and

[2], so that reducindl,, from 18A to 12A increasedyuic  the yse of dual’,, assignments is a powerful method for this
by approximately 100Q.1 Moreover, the other component Ofpurpose.

leakage, subthreshold Iez_;\kaggu(?), forms areducing fraction  pyior research related to our wdrks summarized as fol-
of the total leakage &8, is reduced, so that the developmeqbws' In [11], the impact of ... on delay is discussed, but its

of I,q:c reduction techniques is vital. The most effective Wajhnact on leakage power is not addressed. The work in [12]
to control I .. is through the use of high-dielectrics, but .ccants an approach to reducifg;, but not Z,.:., using
such materials are not expected to come online until the'zoiéparate optimizations to select fhe vaIueéFp,f.g Similarly,
2010_ timeframe. several research works [13]-[15] pertaining to transis&r
This paper explores the use of dugl, values for perfor- o qering techniques have been reported. These approdahes a
mance optimization, considering a leakage-delay tradéoff 4 reqycing the dynamic power dissipation due to the swigshi

This work was supported in part by the SRC under contract 2003092, activity of transistors, rather than reducmg the Ieakagaep

and by the NSF under award CCR-0205227.
1The fundamental limit off,, scaling is projected to be about 8A [3]. 2This paper is based on our two previous conference puldita{9], [10].
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Fig. 1. All possible configurations using pin and transisemrdering for two NMOS transistors in a series - (a) initiahfiguration, (b) after pin reordering is
applied to the initial configuration, (c) after transisteordering is applied to initial configuration, and (d) afbeth transistor and pin reordering is applied to
the initial configuration. The transistor gates with thiakted lines correspond to8,; ,,; , while those with thin dotted line correspond®p,. , , assignment.

dissipation in the active mode. In [16], the authors examimesults are discussed in Section VIII and concluding remark
the interaction betweef,,;. andI,,;, and their state depen-given in Section IX.

dencies. They apply two different pin reordering techngue

one attempts to minimize standbi.;., while the other Il. CHOOSINGT,, AND L,y

reduces runtime leakage. In both approaches, the effebiof t
transformation on circuit delay is not considered. Furtiane,
pin reordering without transistor reordering limits theasz
space in duall,, circuits. To illustrate this, consider two

NMOS transistors connected in series, as shown in Flguret nsistor. Specifically, due to drain induced barrier long

Applying pin reordering leads to only two possible case$ ((beBL) an increase i1, may result in a situation where the
and (b)) whereas if transistor reordering is also allowée, ty ' o

. ain terminal takes additional control of the channel, teat t
number of cases double as the search space now also mcIlegson,, or “off” state of the transistor is no longer comyelit
the configurations in cases (c) and3d)

| text wh timize the total leak ng?overned by the gate terminal.

n oukr) iﬁ? ext, WdIere V:E opt|_m|ze| fe 0? caxage Cont ris effect is easily recognized during technology scaling
prising both/gq: and.sys, the rationale for op 'm'z'r.@” 'S and scaling trends have shown tHAf, reduces nearly in
as follows. Choosing a lower value @f,, can result in lower

i i ith L, . intai i i
delays, but at the cost of increased leakage, and the vagtg%%ogt;otﬂewclthhose’;f v[allﬁ]es\/;/s; rrt1)$|r;teat|tri‘1n;hls proportion for

of T,, can therefore be optimized to obtain a leakage/delay

tradeoff. To maintain manufacturability and avoid enhahce Lepr@Toa, = Ler@Toay, (1)

short channel effects, it is important to scale the effectiv Tou,er, Toz,en:

channel lengthL.;, along with T}, [17]. Similarly, while The termT,, . in this equation refers to thelectrical T,,,

applying transistor and pin reordering, the best configomat which is related to thehysical value of7,, as follows

for each logic gate is chosen such that it results in maximum T =T 4T @)

total leakage reduction without increasing circuit delay. ore T Tom T T olset
Due to processing constraints, rather than an unlimitegaanThe T, term is added to account for the gate depletion

of T,, values, it is more reasonable to choose between t@9d channel quantization effects, and a typical value iar.7

permissible values. A suitable choice Bf, should keep the [19]. In the remainder of this paper, it will be implicit thas

Iate 10 Iy, ratio to a reasonable value, as otherwisg, We changel,,, the value ofL.s; is also scaled.

would completely dominate the total leakage current in the Before determining reasonable values 1r,, , andTo,,,;,

circuit. Furthermore, the two permissible valuesfgy should We study the effect of varyind,, on leakage for an inverter,

be fairly far apart in order to observe a noticeable tradedfhose NMOS and PMOS transistors are sized to ber@.8

between total leakage and delay. and 0.4.m, respectively, in a 100nm technology. The gate
The organization of this paper is as follows. In Section IRXide leakage/y.t., and the subthreshold leakagg..;, for

we describe a method for selecting appropriate values of theth the NMOS and PMOS transistors in the inverter, are

low and high values of the oxide thickness, referred td,as,  graphically depicted in Figure 2(a) for various value§pf,,,,

andT,, ., respectively, and the corresponding values for tta$ To.,, = 12A; the sum of these components is shown by

channel length. Next, in Sections Ill and IV, respectivelfhe bottommost curve in Figure 2(b). The valueslof, are

we introduce the leakage and delay models that are usedPhfained through SPICE simulations on predictive techgylo

this work, and demonstrate that they show a good degreenapdels [20], and an analytical model (described in Sectien |

accuracy compared to simulation results. Our iterative-algB) is used to generaté,,...° The average leakage of the

rithm for finding the leakage/delay tradeoff is then presdntinverter is calculated as the sum of the averjge. and 7.,

in Section V. Next, we describe a transistor and pin reonderileakages (as described in greater detail in Section 11K, ian

technique forl,,;. minimization and reordering algorithm inshown in Figure 2(b).

Section VI and Section VII, respectively. Our experimental

While an increased value df,, can significantly reduce
1,q:c, several other physical effects must be taken into consid-
eration. Increasing the value ©f, while keeping the channel
length constant may adversely impact the functionalityhef t

4Henceforth, our discussions will be with referenceTg,, the
3This assumes the possibility of having differéris, values in a series- Physical value of the gate oxide thickness. o

connected stack, which may or may not be easily achievabie &rtechnology ~ ®We cannot use simulations here since the Berkeley predlictiv

standpoint technology model [20] uses BSIM3, which does not mafigl..
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Fig. 2. (a) The four leakage components for an inverfgr 4 andI,; for the NMOS and PMOS transistors, respectively) as a fanatif the gate oxide

thickness. (b) The total leakage of an inverter for diff¢realues of7,.,, and To. ;. At each point,L. s is scaled with respect to the minimui,.
value on the curve; at this poink, sy = 60nm.
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T a To:c,e Leff Dlnvl Dlnv2 Cinv ‘/t,h,

A1 A | m ]| s) | () | (A | V)
sweepT,, 12 | 10 | 60.0 | 3384 | 3356 | 1.98 | 0.119
%>o %@ Dw 14 | 21 | 66.3 | 33.77 | 36.70 | 1.99 | 0.120
16 | 23 | 726 | 33.71 | 39.98 | 1.99 | 0.122
18 | 25 | 78.9 | 33.67 | 43.40 | 1.99 | 0.124

20 27 85.2 | 33.64 | 46.97 | 2.00 | 0.126
22 29 91.6 | 33.62 | 50.69 | 2.00 | 0.127

(@) (b)
Fig. 3. (a) A test circuit for examining the effect of varyitige 75, value of an inverter on a larger circuit (b) A tabulation ofults that show the effect
of varying theT,, value of Inverter 2 on its own delay, on delay of its fanin gdtwerterl, on the input capacitance of its own input capace, C; .,
(calculated as the sum of the NMOS and PMOS gate capacijarares on the threshold voltadé;, of its NMOS device. The transistor widths are chosen
asW,, = 0.4um and W, = 0.8urm in a 100nm technology.

As T,, is varied, I,,;, shows a negligible change in com-should be as high as possible (we will soon substantiate this
parison tol,.... Furthermore, the average leakage decreaseih an experiment). The choice @i, , however, is limited
slowly for T,, > 17A, and increases sharply &, goes by several factors such as reliability and the maximum désir
below 17A. On the other hand, the delay of the inverter (8$qte/Isup ratio [1]. This ratio, atl,,, , should be such that
will be seen by the experiment in Figure 3) increases liyearl,,;. does not completely dwarf,,;. Furthermore, due to
with T,,, so that using a value df,,,,, of over 17A results process variation iff,,,, the choice of,,, andT,,,,, should
in a larger delay with no appreciable savings in total leakadoe such that their probability distribution functions dd have
This leads us to choosg,,,,, = 17A. a significant overlap. We choogg,,, = 12A as it gives the

best achievable leakage/delay tradeoff. A similar analysi

To chooseTy,,,, we consider several scenarios as Showlh o med for the 70nm technology node, and provides values
by the plots in Figure 2(b). Each curve corresponds t0 @ _ 1R and7.. — 17A

different choice of7,,,, , and the value ofL.;; is set to ) ) )
60nm at this value. Each point on a curve now shows the'We now consider the impact of changifg, and L.y

total leakage for an inverter whose transistors are set to°8 WO parameters that they must clearly affect: the gate
candidate value of,, .. For instance, for the curve whereC@pacitanceC;,,,, and the threshold voltagé;y, of the MOS
T,.,. = 15A, candidate values fof,,,,, range from 28A to dewces: We perform a set of SPICE simulations on a cm;wt
15A, and theL, ; value for each case is scaled in accordan&&t"UP illustrated in Figure 3(a), and show the simulation
with Equation (1). Observe that for a givé, ,,, on the curve, results in the table in F|gurg 3(b). In this exp_erlment, the
the total leakage decreasesTs, . reduces. This is because,Tow_ vaI_ue of Inverter 2 is varied, and all other inverters are
for the sameL,;; values, a reduction in the correspondingn@intained at a fixed.,, value of 17'8_‘- The proposed method
T,.,. value reduces short-channel effects. For a fixed val@éscaling the value oL linearly with Toq results innearly

of T, this results in a reduction in the total leakage g&nstant values ofCi,, andVy, respectively. However, there
T,.,. is decreased. It is easily seen that on each curve, ¢t Noticeable impact on gate delay: increasipgand L. s

T,. value at which the leakage begins to change Steemngcreases the _channel transconductance, and hence @wxreas
about 17A. In other words, for the entire range of candidafi¢!@ys- Changindl,, from 12A to 22A alters the delays
T,,,. values of 12A through 154, our choice Mzm:lﬂ\ is linearly, with a delay penalty of 51% over this range for
reasonable in terms of the leakage values. To incorporéag denverter 2.

considerations, we observe that in order to achieve a widerThe invariance of the capacitance of Inverter 2 over the
range of delay values, the difference betw&gp, . and7,,.,,, entire range off,, has two notable consequences:
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Fig. 4. (a) A four-input NAND gate. (b) The variation df,,; in a 100nm technology through the pull-down chain, for thengfmnt state when only
transistorZ’y (which usesly., ) is off, under various combinations @t,,. for the other transistors. Heré,,., , = 12A (Lo), Tsoz,,; = 17A (Hi), and 7}
is atToz, , -

« Achangeinl;,, of a transistor leaves the load capacitandeominant input states: It has been shown [21] thdt,, can
presented to the previous stage of logic unchanged. As be accurately captured by using a set of dominant states,
a result, the delay of a fanin logic gate does not change corresponding to the cases where only one transistor on
significantly, and hence our optimization method needs each path to a supply node is on.
only to consider the delay change of a given logic gai&/eak 7,, dependencies:In a dominant state, for a given

when itsT,, is altered. T,. choice for the leaking transistor the subthreshold
« Since the capacitance is unchanged hé&’, f (dynamic) leakage is only weakly dependent on thg, values of
power remains unaffected by changesi,. This is other transistors. Intuitively, this relates to the facittthe

extremely important since our optimization is therefore leaking transistor is the largest resistance on the path. We
guaranteed to reduce the total power, even though it have validated this through SPICE simulations, and the

focuses on minimizing leakage. results for a 4-input NAND gate are shown in Figure 4(b).
When T, is the leaking transistor and is set 13, .,
Ill. LEAKAGE MODELS it can be seen thai,,;, has a range of only about 1%
We will now describe the models used to calculatg, and over all possible assignments for the other inputs. Similar

Iyate for each transistor, and the approach for computing the results are seen for other logic gates over varigys
averagel,,, andI .. values for a given logic gate. The total ass_lgnments. _
leakage current for a logic gate is then computed as the stn@f @ k-input NAND gate, there aré dominant states. The

of its corresponding averagg,, andyqte. weak T,, dependencies require that for each of these states,
' two I, numbers must be maintained: one7at,,,, and one
A. Subthreshold Leakage Model at7,.,.. As a result, the LUT size can be brought down to
2k entries.

As seen in the Figure 3(b), the value ©f, changes by

ga\:]eLya\fg]:i” r?i?cc;;lrt‘te?fitgslsofihan\?vi?c':hlqssgieoﬁ]ce:]rt];Zil ) up in @ k-input NAND, or a pul-down in ak-input NOR),
9  sub PC Y two entries (one each fdf,,,, andT,,,.) are sufficient as
dependent ori;,. For convenience, we use a simple look:, o w : o -
. the value ofl,,; per unit¥ for each parallel branch is almost

up table (LUT) to determinel,,;,. Conceptually, such an !

: equal.
LUT could be extremely large: for &-input NAND gate, for :
instance, we would store the leakage current for each of th he average subthreshold leakage.,,,) for a logic gate

. ) . (Sder a giveri’,, assignment may therefore be calculated as:
2k possibleT,, assignments and eacH’,, assignment would g or 9 y

require entries for th@* — 1 leakage states corresponding to Lsub,avg. = D2 ¢ dominant mput stmed state: X Lsub; (3)

different input logic value’ resulting in a total 02" - (2" ~ 1) \yhere Pyiate, is the probability of occurrence of dominant

entries. _ o ) stated, and I,,,, is the subthreshold leakage current in that
The LUT size can be reduced significantly using the fok‘tate.

lowing ideas:

For a logic gate withk-parallel transistors (such as the pull-

6Series-connected devices can have differEnt and the design B. Gate Oxide Tunneling Model
rules that take this into account would increase the spaoatgreen Gate oxide leakage can be primarily attributed to electron

STUCthE\gg?S as compared to the case where all devices fentédd (hole) tunneling in NMOS (PMOS) devices. Physically, this

The only input assignment with no leakage due to NMOS is tH&inneling occurs in the gate-to-channéj.j region, and in
case when all transistors in the pull-down chain are on. the gate-to-drain/source/; and I,,, respectively) overlap



TABLE |
DELAYS FROM THE INPUT OF SWITCHING TRANSISTORS IN A 4-INPUT
NAND [FIGURE4(A)] @Touy, (Towy, = 12A, Toypy, = 17A).

regions. The latter type of tunneling, referred to as edgectli
tunneling (EDT) is ignored in our case for three reasong; firs
because the gate-to-drain/source overlap region is signifiy
smaller than the channel region [11], second, because te ox T Delay
thickness in this overlap region can be increased after gate T. [T> | T | Ta | Spice | LUT | Error
patterning to further suppress EDT [22] and third, because D, [ Lo | Lo | Lo | Lo | 13.89| — —
EDT is smaller than tunneling in gate-to-channel regior].[23 D, [Lo| Lo | Lo | Hi|14.84] 1451 -222 %
We also neglect the OFF state gate oxide leakage and consider 32 hc_’ ::0 Ei ::0 ijg‘l‘ ijgi 201211‘:)//0
only the ON statdl, ;. values [24]. G L L L : D~ | Dol 0

(;lur work focusgea;eon gate[-to!channel tunneling, and we Da-|'Lo Lo [ HI ) Hi 15111 15.13 1 0.13 %

- _ _ ng, Ds | Hi | Lo | Lo | Hi | 15.47 | 15.13| -2.20 %

use the following analytic tunneling current densit¥ (1) Ds | Hi | Lo | Hi | Lo | 14.86| 15.13| 1.82 %
model based on the electron [hole] tunneling probability [ D7 | Hi [ Lo | Hi | Hi | 15.75| — —
through a barrier heightf{g) [25].

] _ 47rm*q(kT)2(1 n kT ) ex (EFO,Si/SiOz) product of the probabilities that each of the transistoiswe
Jtunnel h3 2\/Eg kT (above) it has an input of logic 1 (0). The value bf. is

() computed using Equation (4) for the specified: » and width

of the transistor under consideration.

L ) Observe that the use of dominant states for the computation
andm* is 0.19M, for electron tunneling and.55M, for hole 0f I, 11 andl,,; automatically ignores the complex interaction

tunneling, wherel, is the electron rest mass. The term§anveen these two components, which was noted in [16].
k, h and ¢ correspond to physical constants (respectively,

Boltzmann’s constant, Planck’s constant and the charge on
an electron), andy = 4#7T,,\/2M,,/h where M,, is the IV. DELAY MODEL
effective electron [hole] mass in the oxidE,is the operating

temperature, ands is the barrier height.
P B g accurate closed-form delay models, and we therefore use an

It was shown in [16] that lik€ ., 14q:e also exhibits a state } . .
dependency. When the gate node of the NMOS transistor isEgtT based approach for delay modeling. For each input of the

x exp(—yv/ EB)
where Erq si/si0, 1S the Fermi level at the Si/SiOnterface

For advanced nanometer technologies, it is difficult to iobta

) : . . ."logic gate, rise and fall delay values are determined thoug
logic 0, the only possible tunneling component is EDT, whic PICE simulations over a range of output loads under a single

is neglected in our work; ther_efore, we will only COhSIOIe‘Hhin ut switching model. A linear fit is performed on this dada t
cases where the gate node is at logic 1. For example, Wh(')' tain the slope (delay/load) and intercept (delay at zead)
determiningl,q:. for transistorZs in the 4-input NAND gate P Y P Y

in Figure 4(a), it can be shown that the maximum Ieakavalues. The LUT stores these two numbers for each input,
for Tg occurs e’u the input statéz, 1,1,1), and that thel %?ong with the gate input capacitance for each logic gate. Th
2 P Lo Lo bs L gate — gutput load for a logic gate can be computed by summing the

values for the statedl, 1,0,2), (0.1,0,) and(z, 1,1,0) can input gate capacitances of the fanout logic gates as welyas a
be ignored. This is because, for the later three sets of$tafep 9 P gicg )2

e wireload model that may be used. The delay of the logic gate
voltage level at the source node of transistprincreases due can now be obtained using outout load. slope and intercent
to the combined effect of,,, and I,... This results in a 9 P ’ P P

smaller gate-to-source voltage f@b. It is known thatlyq;. Va!l?r?es‘.in ut transition time is not accounted for in the above
reduces by an order of magnitude for each 0.3v reduction P

in gate-to-source voltage [2]. A reduction in gate-to-seur model, although it is straightforward to extend the model to

voltage by 0.3v is possible for transistorsZat,, .. Thus the |r}ctlude _U:'S eﬁ(?lft. D|f|fte-re3t[ﬁcomt;|_natlc3[nts mof[ Intlg. St?Ck
dominant state of ;. for Ts is (z,1,1,1). Observe that for ot transistors will resuft in ditterent Input-to-outputlags for

. . . k
transistors af’,, ,,,, I,q4zc IS NOt of concern ag,,;, dominates the same input; for example, for frinput NAND gate, 2

the total leakage current. For further details, the reacsierelntries would be required to compute the fall delay from each
referred to [16] ' input to the output, for a total of - 2% entries in the LUT.

In general, this may be restated as follows: the dominaTnE]IS LUT Siz€ may be g_reatly reduced for only a small loss
accuracy in the following way.

. ; . n
state forf, for a particular transistor in a stack corres onds » .
gate b P For the output fall transition, for each input-to-outputade

to the case when all of the transistors below (above) it in the . : .
NMOS (PMOS) stack are on. The averafjg:. for a logic we create two LUTS, corresponding to a gate oxide thickness

gate can then be calculated as: assignment of7,,, . .and To“,_l... Similarly, two LUTs are
constructed for the rise transition. In each LUT, we observe
Tyate,avg. = D ansistoi ¢ togic que i X Lgates (5) that the delay depends strongly on thamber of transistors

Here, P; for NMOS (PMOS) transistors connected in parallel? the chain that are &t ,, or Ty, ,,, and very weakly on
as in a NOR (NAND) gate, is the probability that the inpuihe'r position. This is |IIustrateq for a 4-input NAND gate i
is at logic 1 (0). For a stack of NMOS (PMOS) transistors inable | for the delay from the input df; to the output. We
series as in a NAND (NOR) gaté? for a transistor is the fit @ simple formula as follows:

(D7 — Do)

Delay = Dy +n x =

(6)

8“State” = logic values at the inputs (@, T>, Ts, T4).



where D, and D, are delay values (stored in the LUT) forAlgorithm 1 Pseudocode for Duall,, Assignment()

the extreme cases of non-switching transistors being at all: Input: A combinational logic circuit

Ty, and allT,, ., respectively, as shown in Tablerl,is the ~ 2: Output: Leakage/delay tradeoff curve

number of transistors (other than the switching trangisaor 3: /*Circuit is represented as an acyclic gra@hV, £)*/

Tz, and (k-1) is 3 for a 4-input Nand gate. The errors under: /*The target delay isD;*/

this method are shown in Table I. Therefore, all possible fal5: Initialize all transistors tdl,,,,

delay scenarios for &-input NAND gate can be compacted 6: Propagate state probabilities from PI's to internal nodes
into 4k LUT entries. This technique was applied to several7: for each node: € G(V, E) do

gate types, and in most cases, the error was under 2%, withéa  Find output load =) *t3nout nodedate capacitance

worst-case error of 3%.

a k-input NAND is possible. Since the PMOS transistors aré&l
in parallel, only the gate-to-drain overlap capacitancehat 12
output node changes for differefit,, combinations for the

transistors; this has an insignificant impact on the delag, a 13

hence, 2 LUT entries (corresponding t6,,,,, andT,,, for 14
each PMOS input) are sufficient. 15:
A similar approach can be applied to build LUTs foka 16:

input NOR gate, and for other types of logic gates. Thereforé?:
the total number of LUT entries varies linearly with theis:
number of inputs to the logic gate. Furthermore, the inpyf.
transition time can be accounted for in this model by cregatin,.

21:
22:
23:

one such LUT for each candidate transition time.

V. DUAL T,, ASSIGNMENT

In this section we describe our heuristic to obtain accéptab24f

tradeoffs between leakage and delay in a diigl circuit.
The input to the algorithm is a combinational netlist. Thé&®

9:
A similar compression for the case of output rise LUTs o0f0:

Get rise, fall delaysRp,,,,, Dp,,,.) from delay LUT

Find Isyp, 144t based on LUT's

: end for

: Perform STA to find rise and fall7", RT for each node
and circuit delay,D 4z

: while D,,,,. > D+ do

(%)worst = 0; Nehosen = NULL;

for each nodey on a critical pathdo
if (critical path transistor(s) of are at7,,,,,) then

find (-52-), for nodey

A%Lkg AD
if (m)wmt > (m)y then

AD AD . —
(m)wm’st = (Al,kg)y' Nch,osen =y
end if
end if

end for

if (AAT[k)g)worst 7é 0 then
AssignTy,,, to the worst transistor itV posen
UpdateDPfa,,, DP»,‘Z'SQ! ISUbl Igate of Nch,osen
Perform Incremental STA and recalculdis, ..

else

circuit is represented by a graph where each gate correspoﬁa .

to a node and the interconnections between gates corresp fid RgportDmM, Exit()

to edges. We use a TILOS (TImed LOgic Synthesizer) liké®" end "f

[26] sensitivity-based heuristic for assignirig, values to 30: end while

individual transistors in a circuit. A standard static tngi

analysis (STA) approach is used to find the critical path. ] ) .

The propagation delay, for each gate is computed using_the hlghe_r fanout. The rationale for such atlgbreakmg mdeth_

the LUTs described in Section IV. In principle, the STAS that this gate will have a larger cone of influence, and is

must be repeated after eagh, change; however, we observdikely to reduce the delay on a larger number of paths.

that every suchl,, change is sufficiently local and only N evalgatmgAD, it is sufﬂqent to find the delgy change

changes delays and arrival times in its transitive fanogiore ~ ©f the logic gate that the transistor belongs to. Since céang

Therefore, after the first iteration, we achieve efficiengy bn 7o. leave the transistor input capacitance unchanged (see

performing incremental STA that processes only the aftecte€ction I1), the delay of the fanin gate is unchanged.

regions. Algorithm 1 shows the heuristic fof,, assignment. At
Once this critical path is found, the core of the optimizéf€ start of the algorithm all transistors are assigned,fg;,

iteratively changes one transistor on this path fraiy,, (line 3). The primary input (P1) probab|l|t!8sare propagated

to T,,,. in each iteration. This transistor is identified byl© the intermediate nodes (line 4). In lines 5-9, the delay

measuring the increase in the total average leakagekg, and Ieakage_val_ue_s for |nd|\_/|dual no_des are determmed_. A

with respect to the delay reductiodyD, observed on the Standard static timing analysis (STA) is then performexe(i

critical path when such a change is made. In other words)) in order to determine the arrival time, required time
we evaluate and delay of each node in the circuit. Next, the algorithm
enters an iterative loop (lines 13-30). In each iteratidn, i
greedily identifies the transistor on the critical path thaten
0c_hanged tadl,,, ., causes the largest delay reduction for the
smallest increase in leakage. This iteration stops when no
ftther improvement is possible, thus generating a coraplet

SIeakage-delay tradeoff curve. Figure 5 shows a flow diagram

AD

N )
ALkg

The transistor with the minimum (most negative) cost pr
vides the largest delay reduction for the smallest incre
in leakage power, and is selected for assignmentifp, ..
The correspondingL.s; is also concurrently changed a
descnbe(_j _ear“er- If two transstors halve the Same_ CFEE' ti 9In our implementation, we use a random function to genetseptoba-
are heuristically broken, first by selecting the transistith bilities at the Pls.

Cost =



Set all transistors t have low I,..., whereas transistor$, and 13 are assigned

Ton Compute cost for Tou,, leading to highlga. value§. For s_lmpI|C|ty, we will
each transistor on assume here thdf,;. for the transistors witl’,,, , is 10 nA,
chosen critical path and for those withl,,,,, is 0.1 nA. We also assume that the

. NO probabilities of pinsP;, P», P; and P being at logic “1” are
Find AT, RT for . ..
each node (STA) 0.1, 0.2, 0.3, a_nd 0.4, respectively. These valu_es arel_uﬂadant
Transistor with mos to the probability that the corresponding transistors tactvh
=< negative cost is the pins are connected are ON.

assigned to7o.

Choose a critical The dominant state faf,,;. for a particular transistor in the
path NMOS stack, e.g.7», corresponds to the case where all of
the transistorsTz andT}) below it are on. Assuming that the
inputs are all statistically independent, the probabitifysuch
a state (i.e.(71,1>,T5,T4) = (x,1,1, 1)), will be the product
of the probabilities ofly, 75 andT, being on. Similarly, the
leakage forTy, T3 and T, can be found for their dominant
states, and based on these calculations, the valdg,.of
for the NMOS stack is computed to be 1.48nA, as shown in
Figure 6(a).

Now consider the case of pin reordering. In order to reduce
the probability of the dominant input state for transisigy,
it is desirable that the pin with the highest probability be
assigned to the transistor at the top of the stack, and thht wi

Update AT, RT
(incremental STA)

on this critical
path already

Exit the lowest probability be assigned to the bottom of the stack

This results in the configuration shown in Figure 6(b) and

Fig. 5. Flow diagram for dudl,, assignment (Algorithm 1) Iyate,,, becomes 0.27nA, an 81% reduction from the original
case.

of Algorithm 1. This figure gives a general understanding of gimilarly, instead of moving the pins now consider the case

our dualdy, optimization. of transistor reordering, where the pins are fixed while the

The time complexity of this algorithm i©(n*), wheren is  transistors are moved. Specifically, the most leaky tréorsis
the total number of logic gates in a circuit. Iteration (Br8— (those assignef,,, .) can be moved to the top of the stack,
30), in the worst case, will stop after assigning all of thgs shown in Figure 6(c). In this case, the probability of the
transistors in a critical path td,,,,, hence it is bounded gominant state for the uppermost transistby, will be the
by O(n). Each iteration performs an incremental STA, whictpropability of the entire stack being on. Observe that this
in the worst case, is linear in. Therefore the total time propability for the topmost transistor is the lowest amotg a
complexity of Algorithm 1 isO(n?). However, it is also worth transistors in the stack (e.g., in the figufg, corresponds to a
pointing out that this is a rather pessimistic analysis the#s propability 0f 0.1 x 0.2 x 0.3 x 0.4, while any lower transistor
not reflect how the algorithm performs on typical examplegas a higher probability of a dominant state). Therefore,
In most cases, the number of iterations is significantly &nal moying the most leaky transistors to the top of the stacldgiel
thann, and the cost of incremental STA is, in practice, amogsignificant reduction iy, , and we see from Figure 6(c)

a constant time computation. that this results in atya.,,, of 0.316nA, a reduction of 78%
from the original case.
VI. TRANSISTOR/PIN REORDERING Neither of the above reordering methods provide the max-

In Section Ill, a probability-based model for computing thenum benefit when considered individually, and the best
total leakage of a logic gate was described. Thg,,, and solution combines both the transistor and pin reorderiisg, a
Iyate,,, for a logic gate under a giveft,, assignment are shown in Figure 6(d). This results in dpq;.,,, of 0.096nA
determined by computing the leakage of the dominant inpaid a total savings of 93% compared to the original case. It
states forl,,, and .., respectively. is worth noting that the magnitude of the savings depends on

We now consider the problem of transistor and pin reordehe probability values at the inputs: for example, if all unp
ing to reduce the average leakage power, which is the sumpobbabilities are 0.5, the savings are 49%.

Iyup,,, andIyq.,,,. While it is possible to reducg,;,,, for Any such changes also impact the gate delay, and hence,
a logic gate via transistor and pin reordering, our obs@mat potentially, the circuit delay. In order to avoid any adwers
so far has been that reordering has a stronger impact iorpact on delay, we will develop a procedure in Section VII
Iyate,,, as opposed td,.,,,, and therefore we will limit that guarantees that only those transformations are atept
our discussion td.,,, in this section. that result in zero or positive slack at the output of the dogi

In order to motivate the idea of transistor reordering, comgate during any step of the algorithm, and therefore guaesnt
sider an NMOS transistor stack in the pull-down of a 4-inpuabat these transformations do not slow down the overallgpee
NAND gate, as illustrated in Figure 6(a). In this examplef the circuit. For this reason, it is entirely possible tiiae
transistors7T; and 7T, have been assignet,,,, and hence leakage-optimal arrangement for a gate, such as the onenshow
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+ (0.2x0.3x 0.4)x 10nA + (0.3x0.2x0.1)x 10nA + (0.2x0.3x0.4)x10nA + (0.3x0.2x0.1)x 10nA
+(0.3x0.4)x 10nA + (0.2x0.1)x 10nA + (0.3x0.4)x0.1nA +(0.2x0.1)x0.1nA
+ §0_4)>< 0.1nA + (0.1)x0.1nA + (0.4)x0.1nA + (0.1)x0.1nA

=1.480 nA =0.270 nA =0.316 nA =0.096 nA

@ (b) © (d)

Fig. 6. Various configurations for the pull-down of a 4-inpMAND gate are shown here. The transistor gates with thickedotines correspond to
a Toz,,,; assignment, while those with a thin dotted line correspamcant assignment of oy, . The Igate,,, Values for the NMOS transistor stack
with (a) no transistor/pin reordering, (b) the best possipin reordering only, (c) the best possible transistor dexng only, and (d) the best possible
combination of transistor and pin reordering are shown.hBfgc,qvg = Prob.(state(1,1,1,1)) X Igqte(T1) + Prob.(state(x,1,1,1)) X Igate(T2) +
Prob.(state(x,z,1,1)) X Igate(T3) + Prob.(state(z,xz,x,1)) X Igate(T4), where ’state’ corresponds to logic values at input§®o, 7,753, 14).

in Figure 6(d) may not be acceptable if it increases the tirceach node is the reduction in total leakage. Therefore, the
delay. We perform an exhaustive search on a gate-by-gatmfiguration for each node in the second search space that
basis and accept the permissible configuration that satitfee has the maximum cost is chosen first, and these selections
delay constraints. The total leakage of individual logitega result in additional slack being created in the circuit.

is considered during this exhaustive search in order toimbta Thijs slack, and any existing slack in the circuit, can be
reductions in the total expected leakage of the circuiteathconsumed using node configurations from Search_spcl. The

than just/yqee. order in which these nodes are chosen is based once again
on a TILOS-like [26] sensitivity-based method. The nodé tha
VIl. REORDERING ALGORITHM provides maximum ratio of leakage reduction to node delay

We now describe our algorithm for finding the |eakagé'ncrease is chosen. M Lkg is the decrease in node leakage
optimal configuration for the logic gates in a circuit undefNd AD is increase in node delay, we evaluate
a specified delay constraint. The input to the algorithm is a Cost — ALkg (®)
netlist that has undergone ddal, optimization, i.e., a specific - AD
design choice on the leakage/delay tradeoff curve obtamedang select configurations for each gate in order of this cost
Section V. until there is no leakage-reducing configuration that fafis

The optimization for leakage reduction through reorderinge delay constraints. It should be noted that we perform
is performed under the constraint that the circuit delay tmugordering on equal-sized stack of transistors. For the cas
remain the same. For a specific node, the improved reorderijere the transistors in a stack have unequal sizes, there
configurations will lead to a reduction in the total leakaggoyld be a cost associated with reordering, and this could be
(Iyatean, + Tsuv..,) While either increasing or decreasing thgaken into account by appropriately modifying the abovet cos
node delay: any increase in the node delay must be within g ction.

slack at the node, so as not to increase the circuit delay. Algorithm 2 shows the heuristic employed in performing

To ensure that the slack remains positive, we divide the, eior ang pin reordering. Lines 4-10 are the same as

search space of possible configurations into two categorlesdescribed in Section V for Algorithm 1. The search space,

Search_spclcontains nodes that have a reordering confi Us explained above, is constructed in lines 11-14 using a

S rar?on rzsultltng n tin mcre_ilse in the nodedQeIay.d i subroutine described in Algorithm 3. The algorithm enters
eari(r:1 msepio(zjoen daellnas ose with a corresponding reductio, e rative loop in lines 15-34. In each iteration, a node
Y- is_selected based on the rule described above. In the event

The nodes in Search_spc2 are preferred since they red

both leakage and delay. The cost funclibrassigned to % tie (for the case of Search_spcl), the node with lowest

fanout is chosen. The rationale for this tie-breaking hstiari
10This is something of a misnomer since the “cost” is actualyeaefitin 1S that these have a smaller cone .Of. influence and may affect
this case. fewer slack values. Observe that it is not necessary to break



Algorithm 2 Transistor-Pin-Reordering() Algorithm 3 Update-Search-Spaag(

1: Input: A dualT,, circuit 1: if (Found best configuration with no negative slattign
2: Output: A transistor/pin reordered duB}; circuit 2. if (AD > 0) then
3: /*Circuit is represented as an acyclic gra@piiV, £)*/ 3 Search_spcl = Search_spgX z}
4: Propagate state probabilities from Pls to internal nodes 4: cost@r) = (AALZS")T
5: for each noder € G(V, E) do 5. else
6:  Find output load =) anout nodedate capacitance + 6: Search_spc2 = Search_sped z}
interconnect capacitance 7: cost@) = ALkg,
7. Getrise, fall delaysQp,,,,, Dp,,,.) from delay LUT 8 end if
8 Find Iy, 144t based on leakage models 9: end if
9: end for
10: Perform STA to find rise and fall7', RT for each node
11: Create empty sets, Search_spcl and Search_spc2 Find AT, RT for
12: for each node: ¢ G(V, E) do each node (STA) Choose a transistof
13:  Update-Search-Spaag( with most negative
14: end for cost (empty
15: while (Search_spc; and Search_spc2 are not engaty) Consiruct Search_spc Search_spci first
16: if (Search_spc2 is not e_mpt;t)en _ and Searchisp‘cz
17: Nehosen = MOSt Negative cost node in Search_spc2
18: else Perform reordering
19: Nehosen = MOst negative cost node in Search_spcl
20.  end if
21:  Assign the best configuration ®.;,,s¢n LSdeatﬁ Searzcrk ?p;]
22: Updater Wil me.se, Loubs Loate Of Nebosen earch_spce, AL,
23: Performin(fzrl(lamental STA to gupdate rise and fall 7', (incremental STA)
RT of effected nodes.
24:  for each node encountered duringncremental STA
do
25: if (y e Search_spclthen
26: Search_spcl = Search_spcly} { Exit
27: else if (y e Search_spc2hen
28: Search_spc2 = Search_spc2y} { Fig. 7. Flow diagram for transistor and pin reordering (Alton 2)
29: end if
30: Update-Search-Spagg( and 70nm predictive technology nodes. The circuits were
31: /*nodes might be added, removed or their cost miglstynthesized for minimum delay using SIS [28], using the “-nl
change while updating the search space.*/ -AFG” options, based on a library consisting of inverters, a
32:  end for well as NAND and NOR gates with 2, 3, and 4 inputs. Capo
33: end while [29] was then applied to obtain a placement, and finally the

design was routed [30] to obtain interconnect wirelengttne
resulting wirelengths were used to determine the worst-cas

ties in the Search_spc2 case since the chosen configuratidarconnect capacitance (using interconnect paramétars
always results in a delay reduction. Once the appropriate nd31]) for delay computations. SPICE simulations were based
is chosen, relevant data such as the arrival times and egtjuipn @ predictive model [20] using inverter transistor widths
times of affected nodes and the search spaces are updated./Wh = 8MW, = 16 (widths for other gates were scaled
iterations stop when there are no elements remaining ieritt@ccordingly). The values oVuq4, Tos,,, and Ty, used in
search space. Figure 7 shows a flow diagram of Algorithm #he simulations are 1.2V, 12A, and 17A, respectively, at the
This figure gives a general understanding of the transistdr al00nm node, and 1.0V, 11A and 17A, respectively, at the
pin reordering technique. 70nm node.

The time complexity of this algorithm i€ (n?), wheren Tradeoff curves for two representative benchmarks are
is the total number of logic gates in a circuit. The complexitshown in Figure 8. Curve (1) represents the tradeoff curtl wi
analysis is same as that of Algorithm 1, and the same cave@listransistor7,,’s optimized. All curves marked as curve (1)
with respect to the validity of this analysis on typical ciits Show a knee region that corresponds to a set of good design
hold. points. The points to the right of the knee incur a large delay
penalty for small reductions in total leakage, while thasthe
left exhibit large leakage overheads for minor delay besefit
A notable observation is that thoudh,:. of a single PMOS

The proposed methods for optimizing total leakage wetmnsistor is small, setting all PMOS transistord1g, , incurs
applied to the ISCAS85 benchmark circuits [27] at the 100nenhigh cumulative expense. This is shown by the curves (ll),

VIIl. EXPERIMENTAL RESULTS
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which correspond to a case where all PMOS transistors gm@ferable as it could achieve designs with smaller area tha
set to7,,,, and the7,, values of only the NMOS devicesthe original strategy of assignirig,,. to individual transistors.
are optimized. This curve is clearly inferior to the curv8s (It should be pointed out that, the percentage of three- and
that correspond to a full,, optimization for both NMOS and four-input logic gates in all of our benchmark circuits rang
PMOS transistors. between 0-17%. Therefore, it is possible that owing to small
, ) ) percentage of large stacked transistors, curves (1) afdr{dy

In each of the possible design choices on tradeoff curves (e 4 |arge overlap. We expect that as the percentage ef larg

and (Il), series-connected devices, i.e., a stack of B8TS, giacked transistor increases, this overlap region will ardy

can have different;,, values. Design rules that take thisshrink but may also lead to higher leakage overhead in curve
into account would increase the spacing between such dfewt:m) as compared to curve (1), for the same delay.
compared to the case where all of the series-connectedasevic

have identicalT,,. It is possible that this would lead to a There are various techniques to reduce delay of a circuit,
significant increase in total chip area. In order to avoidhsusuch as restructuring and resizing. In order to examinelvenet
area increases, we explored a coarse-graijgdassignment dual-T,, approach is consistent with these techniques, leak-
strategy. If a stack of transistors is on the critical patle, wage/delay tradeoff curves were generated for five different
assign all of the transistor td,,,, instead of assigning only circuit structures for C5315 (using SIS [28] for mapping).
one transistor in a stack f§,,., .. The tradeoff for this is shown Figure 9 shows tradeoff curves obtained at the 100nm and
by the curves (lll) in Figure 8. Observe that for all point§Onm technology nodes. The results are consistent acrbss di
on the right knee region, curve (lll) and curve (I) overlagferent restructured circuits, i.e., for all of the five restured
However, the points to the left of the knee have a small wrcuits, our optimization yields a maximum possible delay
moderate leakage overhead for the same delay. Hence, if thduction of about 20% for 100nm node, and about 17% for
design choice is only limited to the knee or to points rightOnm node. These results also suggest that dyabpproach

of the knee, then a coarse-grain€g, assignment would be is orthogonal to other delay optimization approaches, aesd
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TABLE I
L EAKAGE/DELAY TRADEOFFS FROM DUALT(,; OPTIMIZATION. FOR EACH CIRCUIT, ROW 1 = ALL TRANSISTORS AT Tz ;;, ROWS2 = END RESULTS
BASED ON OUR OPTIMIZATION, ROW 3 = ALL TRANSISTORS ATTy;, ., ROW 4 = STARTING FROM“ALL Tyz,;;” POINT, ALL TRANSISTOR OF CRITICAL
PATH LOGIC GATES ARE BLINDLY ASSIGNED T0T 5, . ROW 2 MATCHES THE DELAY FOR THE“ALL Tz, " POINT WITH A LEAKAGE SAVINGS OF “%R,”
AND “%D” IN ROW 1 SHOWS THE DELAY PENALTY OF THE ALL7 5z ,;; CASE RELATIVE TO THIS POINT EACH ROW SHOWSI gate, Lsub AND liotq1, AND
THE CPUTIME REQUIRED TO GENERATE THE ENTIRE LEAKAGEDELAY TRADEOFF CURVE IS IN THE LAST COLUMN

100nm Technology 70nm Technology
Circuit Delay Leakage Current(A) CPU Time Delay Leakage Current/(A) CPU Time
(ns)(%D) Isup lgate Tiotal (oR) (s) (ns)(%zD) Lsup gate Tiotal (0R) (s)
C432 1.38(25.6) | 2.83 0.88 3.71 1.32(20.3) | 5.76 0.20 5.96
1.10 3.16 30.28 33.44 (75.8) 1.7 1.10 5.62 24.03 29.65 (73.4) 1.6
1.10 3.85 134.16 138.01 1.10 5.09 106.52 111.61
1.25 2.99 33.61 36.60 1.22 5.67 26.17 31.84
C499 1.12(25.0) | 7.05 1.49 8.54 1.09(21.2) | 14.30 0.34 14.64
0.89 8.09 45.76 53.85 (77.4) 12.1 0.90 13.78 54.92 68.70 (64.9) 13.8
0.89 9.61 229.07 238.68 0.90 12.66 | 182.84 195.50
1.10 7.16 11.92 19.09 1.08 14.24 8.28 22,51
C880 1.06(25.5) | 4.65 1.16 5.81 1.02(21.0) | 9.26 0.26 9.52
0.85 4.83 9.67 14.50 (92.2) 1.4 0.84 9.18 12.00 21.17 (86.0) 1.5
0.85 6.31 179.10 185.41 0.84 8.10 143.05 151.15
1.01 477 16.01 20.78 0.97 9.19 11.89 21.08
C1355 | 1.13(24.9)| 7.55 1.66 9.22 1.09(20.3) | 15.43 0.38 15.81
0.90 8.31 31.97 40.28 (84.8) 11.3 0.90 14.83 31.91 46.74 (78.3) 13.3
0.90 10.08 | 254.33 264.41 0.90 13.29 | 202.44 215.73
1.13 7.66 12.83 20.49 1.09 15.36 9.29 24.65
C1908 | 1.44(25.1) | 8.44 1.91 10.35 1.42(20.9) | 16.94 0.43 17.38
1.15 9.36 42.62 51.97 (83.1) 14.3 1.17 16.53 | 34.12 50.66 (79.9) 14.1
1.15 11.47 | 29553 307.00 1.17 14.92 | 236.66 251.58
1.41 8.59 14.48 23.07 1.39 16.85 10.63 27.48
C2670 | 1.45(26.0) | 11.31 3.46 14.77 1.37(20.4) | 22.70 0.78 23.49
1.15 11.69 26.48 38.17 (93.0) 7.0 1.14 22.45 21.37 43.82 (90.0) 6.9
1.15 15.24 | 526.28 541.52 1.14 19.82 | 418.10 437.92
1.33 11.43 | 2315 34.58 1.25 2261 | 17.03 39.64
C3540 | 1.87(25.3) | 15.82 4.29 20.11 1.83(20.9) | 31.85 0.97 32.82
1.49 16.85 | 48.55 65.40 (90.4) 23.2 1.52 3157 | 40.81 72.38 (87.0) 21.9
1.49 21.61 | 660.41 682.03 1.52 28.11 | 527.72 555.83
1.81 16.01 31.19 47.20 1.79 31.73 21.21 52.94
C5315 | 1.82(25.7) | 24.37 8.11 32.48 1.76(20.7) | 49.17 1.84 51.01
1.45 25.39 55.69 81.09 (93.6) 33.1 1.46 48.77 56.16 104.93 (89.8) 35.6
1.45 33.04 | 1234.38 1267.43 1.46 43.21 | 980.45 1023.67
1.79 2458 | 3579 60.37 1.73 49.06 | 25.37 74.42
C6288 | 5.10(25.7) | 37.10 8.80 45.90 5.02(20.7) | 75.80 2.00 77.80
4.06 41.67 | 320.22 | 361.89 (74.0) 261.0 4.16 73.48 | 276.75 | 350.23 (69.1) 273.2
4.06 50.29 | 1340.37 1390.66 4.16 66.65 | 1065.20 1131.85
4.82 37.71 72.80 110.51 4.73 75.41 54.34 129.75
C7552 | 2.09(24.8) | 36.00 9.71 45.71 1.93(19.4) | 72.70 2.20 74.91
1.67 36.55 25.33 61.88 (96.0) 30.9 1.62 72.63 18.98 91.61 (92.7) 33.5
1.67 49.11 | 1484.59 1533.69 1.62 64.36 | 1181.86 1246.22
2.03 36.09 | 17.70 53.80 1.86 72.65 9.28 81.93

not duplicate the benefits obtained from those methods: aktransistors of critical path logic gates are assignefi,ig . .
shown in Figure 9, curve (I) is superior to curve (V), andrurther iterations are not performed. Clearly this apphnoac
curve (I) could be obtained only if the dudl;, approach is yields only a marginal reduction in delay for significantly
applied along with restructuring. In other words, the duakigh total leakage penalty when compared to the case where
T,. technique should be used in combination with othel transistors are assigned 0., . This is because of the
approaches for better delay optimization. presence of many near critical paths in the circuits, whose

transistors are still al’,; ;.
Table Il shows leakage/delay tradeoffs for the entire IS-

CASB85 benchmark suite (except for the 6-gate C17 circuit), An insight to these leakage savings can be obtained from
including values ofly,s, Igate, @and Iz, for various target slack histograms. Figure 10 shows slack histograms for @354
delays. The allf,,,, case typically has a delay penalty ofat 100nm and 70nm technology node, for the cases where
about 25% for the 100nm node and about 20% for the 70rafi transistors are set td,,,., and for the result of our
node compared to the case where all of the critical path trasptimization. Since circuits are mapped for minimum delay,
sistors are af,.., . Similarly, as more and more transistors aréhe histograms show a large number of nodes with near-
assigned td’,,, ., L. andly.. typically increase, the latter zero slack. However, observe that the histogram for dyai-
being at a much more rapid rate. The delay correspondiagtimized circuits has a steeper step function-like histogat

to setting all transistors t@,,, . is the minimum achievable slacka 0 ns, as compared to the case where all transistors in
delay, and can be matched by our optimization with an averatipe circuit are afl,,, .. This highlights the superiority of our
reduction, over all circuits, of 86% and 81% Ip,;;, for the optimization, which does not over-optimize path delays an
100nm and 70nm nodes respectively. Row 4 for each circaibnsequently result in a larger total leakage. The minimum
in Table 1l shows results for the case where, starting from akduction inl;.;,; at the tightest delay constraint is 74% for
transistors assigned f@,, ,,,, a simple approach is used wherec6288 (100nm) and 64.9% for C499 (70nm).
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Fig. 10. Slack histograms for C3540 for the (a) 100nm (b) 7@achnology node, for the case where all transistors aresEl.t, A, and after our dual-,.
optimization.
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Fig. 11. Normalized Leakage/Delay tradeoff curves foratdht benchmark circuits for (@) 100nm (b) 70nm technolddye total leakage value at each
point on the tradeoff curve has been normalized with resfietite total leakage observed at the end of optimization &@hecircuit.

Furthermore, in each case of tradeoff curves, the knee podtiows experimental results at the 100nm and 70nm technology
on the curve performs far better than the minimum-delaytfpoimodes for two representative benchmark circuits. Each fset o
Our optimization technique yields a tradeoff curve thatlss results shows the tradeoff curves before and after reargleri
in a smooth tradeoff starting from all transistors seflg,,, and the corresponding percentage reductiofyig., s,, and
leading to increase in the total leakage current and delthe total leakage current. Observe that the delay remams th
reduction that is in the range of about 20% for 100nm arghme after reordering, as constrained by our optimization.
17% for 70nm node. In order to better represent our resuksirthermore, the savings achievedlj;. are seen to reduce
we show tradeoff curves for various benchmark circuits ias the target delay reduces (i.e., tighter delay cons#aifhis
Figure 11. The total leakage value at each point on the tfadecan be intuitively explained as follows: as the delay desesa
curve for all circuits has been normalized with respect &rth the number of nodes that lie on critical paths increasess Thi
corresponding total leakage value observed at the end of tumstrains the permissible reordering on the nodes as our
optimization. optimizer does not permit any transformation that wouldiites

. : _ in an overall delay increase.
We now discuss the results obtained after reordering was y

performed at each delay point on the tradeoff curve. Fig@re 1 The value ofl,,;. worsens as one goes to finer transistor
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Fig. 12. Leakage/Delay tradeoff curve and percentage ¢gakeduction for (a) C2670, (b) C7552 for 100nm technologglenand (c) C2670, (d) C7552
for 70nm technology node.

geometries due to oxide thickness scaling. Hence one woubldgt this is counterbalanced by the fact that the effectieaar
expect a stronger dominance éf,, in 100nm node and a (L.rsxW.ss) decreases. Sindg,. is also linearly dependent
higher contribution ofl 4. t0 I;,:e; in 70nm node. In other on the effective area, the net result is a smallgy. value
words, in Figure 12, the curve correspondingl/tg,; should for the 70nm node, as compared to the 100nm node, for the
be nearer tol,,; for 100nm and closer td ... for 70nm same circuit. Of course, at finer geometries, the number of
node. Clearly, this is not true in our case. Furthermore, th@nsistors that can be packed into the same area is larger, a
leakage/delay tradeoff results, discussed above, shoterbetherefore, one could expect that for circuits of similaraara
leakage/delay tradeoffs for the 100nm than for the 70nA®nm technology would see a larger rgf;..

technology node. The sole reason for this is the choice ofgjyce the regions to the left of the knee of the curve do
Tour,, values for the 70nm technology. Although itis desirablg constitute reasonable engineering solutions as thejie

to use lowerly,,, values for a better tradeoff, the choice ofyge increases in leakage for small delay reductions, the
a very lowT,,,, would lead to complete dominance bf...  gyjtable design choices lie to the right of the knee of the
over [, which does not correspond to a reasonable procgsgqeoff curve and we limit our discussion to this region.

design point. Therefore, as a general rule of thumb, we chogge 11| shows the percentage leakage reduction obtained
Tour, such that the ratidyase/ /sy is reasonable [1], which ging transistor and pin reordering at three design pointse

res}:t\JIted in the choice df,,, of 12A for the 100nm, and leakage/delay tradeoff curve for each circuit. We choose on
11A for the 70nm technology node. Moreover, we observe thgda nqint from the knee region (C1) and select the remaining

althoughT,,, for 70nm is less than 100nm technology Nodgy, points (C2 and C3) at arbitrary points to its right. The
the totall .. value at 70nm is less than at 100nm (see ROWq,ctions inZ,q,. for C2 and C3 are significant, with a

2 for each circuit in Table 1I). This is not counter-intugivas  ,aximum savingé of about 26% for both the 100nm and 70nm
T, reduces, the tunneling current densify,n.;, INCreases, technology nodes. The savings 9. for C1 is relatively
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TABLE Il
RESULTS OF TRANSISTOR AND PIN REORDERINGAPPLIED TO A SET OF DESIGN POINTS ON THE LEAKAGHELAY TRADEOFF CURVE

Percentage Leakage Reduction

Circuit 100nm Technology CPU Time

C1 Cc2 C3 (sec)

Tgate Tour | liotar Tgate Tour | liotar Tgate Tout | Liotal
C432 35 3.2 3.3 14.7 5.4 7.8 18.0 5.8 8.7 0.59
C499 4.0 51 4.6 9.0 5.1 59 11.9 53 6.5 0.89
C880 10.5 6.0 7.4 17.3 6.4 8.8 19.8 6.7 9.4 0.39
C1355 3.9 3.3 3.5 7.5 3.6 4.4 9.5 3.8 4.8 0.82
C1908 4.9 3.5 4.0 8.3 3.6 4.7 10.8 3.7 5.1 1.20
C2670 17.1 7.1 10.0 25.0 7.6 11.8 26.5 7.8 12.1 1.24
C3540 8.7 53 6.5 13.7 5.6 7.4 15.2 5.6 7.6 3.12
C5315 11.3 6.2 8.1 19.3 6.4 9.7 20.3 6.5 9.9 3.55
C6288 29 2.9 29 4.1 29 3.3 6.7 3.1 3.8 19.45
C7552 10.1 4.8 6.2 13.3 4.8 6.7 13.7 4.8 6.7 3.73
70nm Technology

C432 3.6 3.1 3.1 12.4 3.3 3.7 18.1 3.5 4.0 0.66
C499 2.1 3.1 2.7 3.6 3.2 3.3 9.4 3.3 3.5 1.01
C880 7.1 4.6 4.8 12.0 4.6 5.0 17.4 4.9 53 0.42
C1355 1.4 2.2 2.1 2.7 2.1 2.2 8.1 2.3 2.4 0.89
C1908 1.5 2.7 2.4 59 29 3.0 10.8 29 3.1 1.32
C2670 11.8 4.7 53 20.4 4.8 5.4 27.0 5.0 5.7 1.30
C3540 2.7 4.3 4.0 10.7 4.4 4.7 15.2 45 4.8 2.64
C5315 6.7 4.1 4.4 16.7 4.1 4.6 20.6 4.1 4.7 3.40
C6288 2.0 1.9 1.9 4.0 1.9 2.0 5.5 1.9 2.0 20.48
C7552 6.7 3.0 3.2 12.2 3.0 3.3 13.6 3.0 3.3 3.50

lower, with maximum reductions of 17% and 11% for thdt has been shown that this optimization results in an oVeral
100nm and 70nm nodes, respectively, and the reasons for thekage reduction of up to 12.0%, and a reduction in gate
are described above. The reduction/ip, is under 7% and is leakage of up to 26.0% with no delay penalties while the
practically constant for all benchmarks. The CPU times for aoptimization requires under 25 seconds on all benchmarks.
circuits are shown in the table, and each number correspondi this work, we have shown a technique for computing
to the maximum of the CPU times over all points on thé, ., by estimatingZy; ov, and Iyatc a0y individually. This
leakage/delay tradeoff curve. It is clear that the procedsir approach is based on the concept of dominant states with
extremely fast, only requiring a few seconds. Observe thiie assumption that EDT in the ON state of the device is
transistor reordering is not performed for the case of @arsegligible. While we are aware of commercial technologies
grained?,, assignment (see Figure 8 curve (lll)) as all of thevhere this assumption is valid, this may not be true of all
transistors in a stack are assigned to eitfigr,, or Ty,,,. devices in the future. In such a case, #g. 4., in the on
Hence, the reordering search space is significantly reducgdte can still be estimated using a similar calculatiort tha
and so we do not perform reordering on this coarse-grainedms up its gate-to-channel and EDT currents, invoking the
tradeoff curve. dominant states. Effectively, this implies that the constesed
The table also shows the reductions in total leakage, whith express the gate leakage per unit width is changed.
are seen to be up to 12.0% (for point C3 of C2670). Although The results in this work are based on a heuristic approach,
these are not startlingly dramatic numbers, they still @orrand there is room for the use of more sophisticated algofithm
spond to solid reductions in the total leakage with no delayethods to be applied to this problem in future work.
penalties. An important point to note is that this is an iaegl
optimization with low layout impact, so that the reductions
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