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1. INTRODUCTION

Leakage power is increasing drastically with technology scaling, and has already
become a substantial contributor to the total chip power dissipation. According
to International Technology Roadmap for Semiconductors (ITRS) [Semiconductor
Industry Association 2005], leakage power is expected to increase to 50% of the
total chip power and to dominate the switching power of a circuit over the next few
generations. Consequently, it is important to accurately estimate leakage currents
so that they can be accounted for during design, and so that it is possible to
effectively optimize the total power consumption of a chip.

The major components of leakage in current CMOS technologies are due to sub-
threshold leakage and gate tunneling leakage. For a gate oxide thickness, T,,, of
over 20A, the gate tunneling leakage current, Igate, is typically very small [Lee
et al. 2003], while the subthreshold leakage, I4,5, dominates other types of leak-
age in circuit. For this reason, there have been extensive studies on subthreshold
leakage over the last ten years [Sirichotiyakul et al. 1999; Ketkar and Sapatnekar
2002]. However, the gate tunneling leakage is exponentially dependent on gate ox-
ide thickness, e.g., a reduction in T, of 2A will result in an order of magnitude
increase in Igqee. Therefore, with the continuous scaling of gate oxide thickness,
Igate is no longer negligible and is likely to dominate other leakage mechanisms
in future generations, at least until new high-K dielectrics are introduced. At this
time, it is unclear when these will be introduced, and gate leakage is already seen to
be very significant in 90nm, 65nm and 45nm technologies [Semiconductor Industry
Association 2005], so that its analysis is of profound importance.

In the literature, several research works on the analysis and minimization of total
circuit leakage including the effect of I;4e have been conducted [Lee et al. 2003].
The analysis of total leakage power of circuit is complicated by the state dependency
of subthreshold and gate tunneling leakage, and the interactions between these two
leakage mechanisms.

An added complication, which has been less widely studied, arises due to the in-
creasing importance of process variations in cutting-edge technologies. As a result
of this, the values of all process parameters can no longer be considered to be con-
stants, but must be modeled as random variables that are described by probability
density functions (PDF). These variations translate into uncertainties in circuit
performance metrics. Specifically, total circuit leakage also becomes a random vari-
able that depends on the variations of fundamental process parameters that it is
most sensitive to parameters such as the transistor effective gate length and the
gate oxide thickness.

Under inter-die variations, if the leakage of all gates or devices are sensitive to
the process parameters in similar ways, the circuit performance can be analyzed
at multiple process corners using deterministic analysis methods. Otherwise, or
with intra-die variations, statistical methods must be used to correctly predict the
leakage. Specifically, the gate leakage can vary exponentially with these parameters,
the simple use of worst-case values for all parameters can result in exponentially
larger leakage estimates than are actually obtained. While these will certainly be
pessimistic, the inaccuracy in these values makes them practically useless.

Most of the previous works on statistical performance analysis have focused on
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statistical timing analysis, and only a few have investigated the variation of leakage
power under the effect of process variations [Narendra et al. 2002; Srivastava et al.
2002; Mukhopadhyay and Roy 2003; Rao et al. 2003; Rao et al. 2004]. In [Sri-
vastava et al. 2002; Narendra et al. 2002], analytical methods were proposed to
estimate the mean and standard deviation of the total chip subthreshold leakage
power under intra-die parameter variations. In [Mukhopadhyay and Roy 2003],
gate tunneling and the reverse biased source/drain junction band-to-band tunnel-
ing (BTBT) leakage, and the correlations among these components were included,
in addition to subthreshold leakage, in the analysis of total leakage. In [Rao et al.
2003], the probability density function of the total chip subthreshold leakage was
derived. The authors of [Rao et al. 2004] presented an analytical framework that
provides a closed form expression for the total chip leakage current as a function
of process parameters that can be used to estimate yield under power and perfor-
mance constraints. However, none of these have considered the effects of spatial
correlations in intra-die process variations.

In this paper, we propose a method for predicting the distribution of total circuit
leakage power, including subthreshold and gate tunneling leakage and their inter-
actions, under both inter-die and intra-die variations of parameters. The spatial
correlations in intra-die variations and the correlation between these two leakage
mechanisms are also considered.

The remainder of the paper is organized as follows. Section 2 formulates the
problem to solve in this work. Section 3 describes the models of process variation
and spatial correlation. A first method for estimating the distribution of full-chip
leakage power is given in section 4, and this is followed by an improved approach,
presented in section 5. Finally, a list of experimental results are shown in section 6.

2. PROBLEM DESCRIPTION

The total leakage power consumption of a circuit is input-pattern-dependent, i.e.,
the value differs as the input signal to the circuit changes, because the leakage
power consumption, due to subthreshold and gate tunneling leakage, of a gate
depends on the input vector state at the gate. As illustrated in [Acar et al. 2003],
the dependency of leakage on process variations is more significant than on input
vector states. Therefore, it is sufficient to predict the effects of process variations
on total circuit leakage by studying the variation of average leakage current for all
possible input patterns to the circuit. However, it is impractical to estimate the
average leakage by simulating the circuit at all input patterns, and thus an input
pattern-independent approach is more desirable.

In switching power estimation, probabilistic approaches [Najm 1994] have been
used for this purpose. The work of [Acar et al. 2003] proposed a similar approach
that computes the average leakage current of each gate and estimates the total
average circuit leakage as a sum of the average leakage currents of all gates:

Ng Ng
9 = Zfﬁzg,ﬂ’k = Z Z Prob(vec; i) - Lieak, ik (vec k) (1)
k=1 k=1VYvec;

where Ny is the total number of gates in the circuit, ;5 , is the average leakage

current of the k'"' gate, vec;  is the i*® input vector at the k" gate, Prob(vec; )

ACM Transactions on Design Automation of Electronic Systems, Vol. V, No. N, Month 20YY.



4 : Hongliang Chang and Sachin S. Sapatnekar

is the probability of occurrence of vec; i, and Ijeqr k(vec; ) is the leakage current
of the k'™ gate when the gate input vector is Vec; k-

In this work, we will solve the problem of computing the probability distribution
of the average circuit leakage current I;.,?, formulated in Equation (1), under pro-
cess variations, with both subthreshold and gate tunneling leakage currents taken

into account in the computation.

3. MODELING PROCESS PARAMETER VARIATIONS

In general, a process parameter variation d;04q; can be decomposed into:

5total = 6inter + 5int7’a7 (2)

where d;,¢er is the inter-die variation and &y is the intra-die variation, where
Ointer and d;nerq can be both modeled as Gaussian random variables.

The inter-die variation is the variation of parameter values across identically
manufactured chips. Due to global effect of inter-die variations, a single random
variable d;nter is used for all transistors [wires| in a chip to model the inter-die
variation.

The intra-die variation is the difference of parameter values across identically
manufactured transistors [wires] inside a chip. Intra-die variation can be divided
into systematic and random variations. The systematic variations are those that
may be modeled deterministically, and the random variations are the remaining
unmodeled variations. For intra-die variation &;p¢.q, we use the same model as in
the work of [Chang and Sapatnekar 2003], in which, under intra-die variation, the
value of a parameter p located at (x,y) can be modeled as:

p=D+0x+0,y+e (3)

where p is the nominal design parameter value at die location (0,0), and ¢, and d,
are gradients of parameter indicating the spatial variations of parameter along the
2 and y directions respectively, corresponding to the slowly and smoothly varying
global systematic trend spatially across the die. The term, €, stands for the re-
maining uncertainties or unmodeled intra-die variation. The vector of all random
components across the chip has a correlated multivariate normal distribution due to
spatial correlation in the intra-die variation: €~ N(0, ), where ¥ is the covariance
matrix of the spatially correlated parameters, as will be described in the remainder
of this section.

The spatial correlation of intra-die variation identifies the extent of any remaining
unexplained systematic variation in the residual term that is left after decompo-
sition of process variations [Stine et al. 1997]. The result of spatial correlation is
that devices [wires| located close to each other are more likely to have the similar
characteristics than those placed far away. The spatial correlation can be modeled
as a function of separation distance as in [Friedberg et al. 2005], or using a grid-
based model as in [Agarwal et al. 2003; Chang and Sapatnekar 2003; Xiong et al.
2006]. In this work, we employ the model of [Chang and Sapatnekar 2003] which
models intra-die spatial correlations of parameters by partitioning the die region
into nrow X ncol = n grids. Since devices [wires] close to each other are more likely
to have more similar characteristics than those placed far away, perfect correlations
are assumed among the devices [wires] in the same grid, high correlations among

ACM Transactions on Design Automation of Electronic Systems, Vol. V, No. N, Month 20YY.



p q
)( > u |v > (

45;
(11 } (1,2 (1,3 (1,9
(2,1 (2,2) 2,3 (2,4)
(31) (3,2) (33) (34

A

(4,1) 4,2 (4,3 44 ¢

Fig. 1. Grid model for spatial correlations

those in close grids and low or zero correlations in far-away grids. For example,
in Figure 1: gates a and b (whose sizes are shown to be exaggeratedly large) are
located in the same grid square, and it is assumed that their parameter variations
(such as the variations of their gate length), are always identical. Gates a and ¢
lie in neighboring grids, and their parameter variations are not identical but highly
correlated (for example, when gate a has a larger than nominal gate length, it is
highly probable that gate ¢ will have a larger than nominal gate length, and less
probable that it will have a smaller than nominal gate length). On the other hand,
gates a and d are far away from each other, their parameters are uncorrelated (e.g.,
when gate a has a larger than nominal gate length, the gate length for d may be
either larger or smaller than nominal).

With this model, a parameter variation in a single grid at location (z,y) can
be modeled using a single random variable p(x,y). For each type of parameter, n
random variables are needed, each representing the value of a parameter in one of
the n grids. In addition, it is assumed that correlation exists only among the same
type of parameters in different grids and there is no correlation between different
types of parameters (however, this assumption is not critical to our framework
and can easily be removed). For example, transistor gate length for transistors in
a grid are correlated with those in nearby grids, but are uncorrelated with other
parameters such as gate oxide thickness in any grid. For each type of parameter,
a correlation matrix ¥ of size n X n represents the spatial correlations of such a
structure. Note that the number of grid partitions needed is determined by the
process, but not the circuit. In other words, the same correlation model can be
applied to different designs under the same process.

In this work, we consider the variations in the transistor gate length L. ¢ and gate
oxide thickness T, since s, and Igq¢e are most sensitive to these parameters [Taur
and Ning 1998; Mukhopadhyay and Roy 2003]. To reflect reality, we model spatial
correlations in transistor gate length, while the gate oxide thickness values for
different gates are taken to be uncorrelated. Note that although only transistor
gate length and gate oxide thickness are considered in this work, the framework is
general enough to consider effects of any other types of process variations such as
channel dopant variation Ny, etc.
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4. COMPUTING THE DISTRIBUTION OF FULL-CHIP LEAKAGE CURRENT

We will now present the method used to estimate the distribution of average full-
chip leakage current, I;.,?, under process variations. As implied by Equation (1),
the distribution of I;,;Y can be calculated in two steps: first, computing the dis-
tribution of each Ijcqr k(vec; i), the leakage current of the k™M gate when the gate
input vector is vec; ,; and second, finding the distribution of the weighted sum of
all Ijeqn k(vec; ) terms. Since each Ijeqr k(vec; ) can further be decomposed into
Tsup i(vec, k) + Igate k(vec; k), where Iy p(vec; k) and Igqpe k(vec; ) are the sub-
threshold and gate tunneling leakage currents, respectively, for the k" gate with
input state vec; i, I’ can be computed as:

N.q
I =" > Prob(veci) - (Tsubk(veci k) + Tgatek(veci ) (4)

k=1VYvec; i

In the discussion that follows, we will first present how the distributions of
subthreshold leakage current, I k(vec; ), and gate tunneling leakage current,
Ijate i (vec; i), are estimated in section 4.1 and 4.2, respectively. The analytical
approach to obtain the probability density function for the total weighted sums
of all Isyup i (vec; ) and Igqate k(vec; k) terms will then be presented in section 4.3.
As the same framework can be applied for computing the distribution of each
Tsup k(vec; i), for conciseness, we will use Igyp for Isyp k(vec; 1), and similarly, Ijqze
for Igate i (vec; i), in later sections.

4.1 Distribution of Subthreshold Leakage Current

The commonly used model for subthreshold leakage current through a transistor
expresses this current as [Taur and Ning 1998]:

Toup = Ioe(vgs_‘/th)/”sVT(l _ e—Vds/VT) (5)

Here, Iy = 110Cou(Wess/Lerr)VAe! S, where p is zero bias electron mobility, Co,
is the gate oxide capacitance, Wess and L.ss are the effective transistor width
and length, respectively, Vs and Vg, are gate-to-source voltage and drain-to-source
voltage, respectively, ns is the subthreshold slope coefficient, Vi = kT'/q is the
thermal voltage, where k is Boltzman constant, 7" is the operating temperature in
Kelvin (K), ¢ is charge on an electron, and Vi, is the subthreshold voltage.

It is observed that V4, is most sensitive to gate oxide thickness Ty, and effective
transistor gate length L.y due to short-channel effects [Taur and Ning 1998]. Due
to the exponential dependency of Iy, on Vi, a small change on Leyry or Ty, will
have a substantial effect on I4,,. From this intuition, we estimate the subthreshold
leakage current per transistor width by developing an empirical model through
curve-fitting, similarly to [Mukhopadhyay and Roy 2003; Rao et al. 2003]:

Toup = € X eal+a2Leff+a3L§ff+a4To}1+a5Tow (6)
where ¢ and the a; terms are the fitting coefficients. To quantify the empirical
model, the values of Iy, achieved from expression (6) are compared with those
through SPICE simulations over a ranged values of Ty, and Leys. As an example,
for the NMOS transistor of an inverter in a 100 nm technology [BPT], the curves
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of I, are plotted as a function L.ys under several fixed values of T,, in Figure
2(a). It can be seen that the simulation results from the empirical model fits well
with those from the SPICE model, and similar results are observed for other types
of cells.
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Fig. 2. Comparison of the curve fitted empirical model with qualified models
(SPICE and [Bowman et al. 2001]) for the leakage current of the NMOS tran-
sistor of an inverter (100 nm technology). Points on the curve corresponding to
the empirical model are marked with the symbol “+” and those from the SPICE
simulation are marked with triangles. The two curves show a near-perfect match.

In this way, Iy is modeled as an exponential function in the form of ¢ x eV,

where U is an explicit function of Leyy and T5,,. When L.y and T, show process
variations, the exponent U, and thus I,,;, become random variables. Since the
magnitude of process variations is observed to be around 10 — 20% in practice, Iy
can be well approximated by expanding its exponent U using a first-order Taylor
expansion at the nominal values of the process parameters:

Tgyp = c X eUOJrﬁl'ALEffJF,Bz-ATOI (7)

where UY is the nominal value of the exponent U, By and (3; are the derivatives of
U to Lesy and Ty, evaluated at their nominal values, respectively, and AL.f; and
AT,, are random variables standing for the variations in the process parameters
Leyy and Ty, respectively.

Expression (7) for I, can also be written as eln()+UotB1-ALesp+62AToal  Gipce
ALc¢y and AT,, are assumed to be Gaussian-distributed, I, is seen as an expo-
nential function of a Gaussian random variable, with mean In(c)+ Uy and standard

and or,, are standard deviations of

.. 2 2 2 2
deviation \/ 101,44 +520Toz, where OLecyy

ALcyy and AT,;, respectively.

ITo consider the effect of varying Ngyup on Iy, the equation (7) can be adapted by adding an
additional term for ANy, in the exponent. As in the case of To, the variation of Ny, does not
show spatial correlation, and thus Ng,; can be handled using a similar method as was used for
Toz in the framework.
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In general, if x is a Gaussian random variable, then z = ¢e® is a lognormal
distributed random variable and the probability density function of z is given by
[Papoulis and Pillai 2002]:

__ L tnm-w/e0?)
flz) =~ Toeat (®)
where p and o are the mean and standard deviation of the Gaussian random vari-
able x, respectively. Therefore, it is obvious that Is,; can be approximated as a
lognormally distributed random variable whose probability density function can be
characterized using the values of ¢, Uy and ;’s.

Since subthreshold leakage current has a well-known input state dependency due
to the stack effect [Sirichotiyakul et al. 1999], the PDFs of subthreshold leakage
currents must be characterized for all possible input states for each type of gate in
the library, for which the same approach described in this section can be applied.
Once the library is characterized, a simple look-up table (LUT) can then be used
to retrieve the corresponding model characterized given the gate type and input
vector state at a gate.

4.2 Distribution of Gate Tunneling Leakage Current

In [Bowman et al. 2001], an analytical model was proposed for the gate oxide
tunneling current density Jiunner-

4dmm* kT Epo,si/Si0y
A Tq(kT)Q(l + 2&@ e— w2 e~ VEB (9)

Here m* is the transverse mass that equals 0.19m, for electron tunneling and 0.55m,
for hole tunneling, where myq is the free electron rest mass, h is Planck’s constant,
v is defined as 47Ty, \/2mes /b, where m,, is the effective electron [hole] mass in
the oxide, Ep is the barrier height, Erg gi/sio, = q¢s — qdr — Eg/2 is the Fermi
level at the Si/SiO5 interface, where ¢g is surface potential, ¢ is the Fermi energy
level potential, either in the Si substrate for the gate tunneling current through the
channel, or in the source/drain region for the gate tunneling current through the
source/drain overlap, and E¢ is the Si band gap energy.

In [Bowman et al. 2001], the gate-tunneling current of PMOS devices is neglected
due to the larger effective mass and barrier height for holes compared to electrons
at the SiO5/Si interface. Moreover, only tunneling current in the gate-to-channel
region is considered, and edge direct tunneling (EDT) in the gate-to-drain and
gate-to-source overlap regions is ignored. This is because these overlap regions are
significantly smaller than the gate-to-channel region; moreover, EDT can be further
reduced using process technologies [Sultania et al. 2004]. Therefore, in this work,
the gate tunneling leakage current is taken into account only for NMOS transistors
at logic “172,

Although the formulation (9) possesses a high accuracy, it does not lend itself
easily to the analysis of the effects of parameter variations. Therefore, we again use

2The proposed method can be easily adapted to include the effect of gate leakage of PMOS
devices by appropriately modeling their leakage currents as for the NMOS devices, and the same
framework in the paper can be used to find full-chip leakage.
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an empirically characterized model to estimate Igqse per transistor width through
curve-fitting:

2 2
Igate — % eb]+b2Leff+b3Leff+b4Tom+b5Tom (1())

where ¢’ and the b; terms are the fitting coeflicients. The empirical model is qualified
by comparing it with that of formulation (9), over a range of values of T,; and L.yy.
In Figure 2(b), for the NMOS transistor of an inverter in 100 nm technology, the
value of 444 is plotted as a function of T}, under several fixed values of L.ss. The
curves for formulation (10) are marked with the symbol “4” and those for (9) by
triangles. It can be observed that there are close matches between the model (10)
and (9), and similar results are observed for all other types of cells.

Similar to the method for estimating the distribution of I, under the variations
of Leyy and Toy, Igate can be approximated by applying first-order Taylor expansion
to the exponent U’ of Equation (10):

!
Igate — ¢ x UotA-ALesst+Arz-ATox (11)

where U] is the nominal value of the exponent U’, and Ay and \; are the derivatives
of U' to L.sy and T, evaluated at their nominal values, respectively.

Under this approximation, /4q:. becomes a lognormally distributed random vari-
able, and its PDF can be characterized through the values of ¢/, U} and X}. Since
the gate tunneling leakage current is input state dependent, the PDFs of the I 4.
variables are characterized for all possible input states for each type of gate in the li-
brary, and a simple look-up table (LUT) is used for model retrieval while evaluating
a specific circuit.

4.3 Distribution of Full-Chip Leakage Current

Sections 4.1 and 4.2 show that each of Iy r(vec; k) or Igater(veci), ie., the
subthreshold or gate tunneling leakage current, respectively, of the k*" gate when its
input vector is vec; i, can be modeled as a lognormal random variable under process
variations. In this section, we will present the approach to find the distribution of
107 as formulated in Equation (4), which is a weighted sum of all Iy x (vec; i) and
Igate,(vec; i) variables, weighted by Prob(vec; ) terms, the probabilities of input
vector vec; at the gate. Since the probability of each vec; ), can be computed
by specifying signal probabilities at the circuit primary inputs and propagating the
probabilities into all gates pins in the circuit, as in [Acar et al. 2003], in this section,
we focus on the computation of the PDF of the weighted sum.

As each of Igupi(veci ) or Igasek(vec; ) has a lognormal distribution, it can
easily be seen that any multiplication by a constant maintains this property; specif-
ically, Prob(vec; ) - Isubx(vec; k) and Prob(vec; i) - Igate,k(vec; i) are both lognor-
mally distributed. Therefore, the problem of calculating the distribution of I;,,?
becomes that of computing the PDF of the sum of a set of lognormal random vari-
ables. Furthermore, the set of lognormal random variables in the summation could
be correlated since:

—the leakage current random variables for any two gates may be correlated due to
spatial correlations of intra-die variations of process parameters.

—within the same gate, the subthreshold and gate tunneling leakage currents are
correlated, and the leakage currents under different input vectors are correlated,
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because they are sensitive to the same process parameters of the same gate,
regardless of whether these are spatially correlated or not.

In this section, we will present an efficient approach to predict the probability
density function of the full-chip leakage current, by computing the PDF of the
sum of correlated lognormal random variables, so that the spatial correlations of
process parameters, and correlations between different leakage components can be
correctly taken into account. This section is organized as follows. We first describe
Wilkinson’s method [Abu-Dayya and Beaulieu 1994] for approximating a sum of
correlated lognormal random variables. Next, a more efficient approach is pro-
posed to reduce the computational complexity of this calculation. For clarity, the
approach described first considers only intra-die variations of process parameters.
The extension to handling inter-die variations is trivial, and will be shown briefly
in the end of this section.

4.3.1 Finding the Sum of Correlated Lognormals by Wilkinson’s Method. The-
oretically, the sum of several lognormal distributed random variables is not known
to have a closed form. However, it may be well approximated as a lognormal, as is
done in Wilkinson’s method [Abu-Dayya and Beaulieu 1994]3. That is, the sum of
m lognormals, S = 2211 e¥i, where each Y is a normal random variable with mean
my, and standard deviation oy,, and the Y; variables can be correlated or uncor-
related, can be approximated as a lognormal e?, where Z is normally distributed,
with mean m, and standard deviation o,. In Wilkinson’s approach, the values of
m. and o, are obtained by matching the first two moments, u; and us, of e and
S as follows:

up = E(e?) = E(S) =) _ E(e") (12)
uy = E(e*?) = E(S?) = Var(S) + E*(S) (13)
= zm:Var(eY") + Qmi i cov(e¥?, e¥7) + F?(S)
i=1 i=1 j=it+1
= iVar(eYi) + ZmZ_ i (E(e¥ie¥) — E(e¥)E(e7)) + E?(S)
i=1 i=1 j=it+1

where E(.) and Var(.) are the symbols for the mean and variance values of a random
variable, and cov(.,.) represents the covariance between two random variables.
In general, the mean and variance of a lognormal random variable eXi, where X;

3An approximation of the sum of correlated lognormal random variables by Monte Carlo simu-
lations is computationally difficult for large-sized problems. As an alternative, three analytical
approaches have been overviewed and compared in [Abu-Dayya and Beaulieu 1994]: Wilkinson’s
approach, Schwartz and Yeh’s approach, and the cumulant-matching approach. Through numer-
ical comparisons, [Abu-Dayya and Beaulieu 1994] concluded that Wilkinson’s method is the best
in terms of computational simplicity and accuracy, and this is why the Wilkinson’s approach is
selected in this paper for this approximation.
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is normal distributed with mean m,, and standard deviation o,,, is computed by:
2

E(eX) = emeiton/? (14)

Var(eXi) — €2mxi+202i _ e2mzi+oii (15>

The covariance between two lognormal random variables eX* and e*7 can be com-
puted by:

cov(eXi,eXi) = B(eXi - X)) — B(eX)E(eX) (16)

Superposing Equations (14), (15) and (16) into Equations (12) and (13) results in:

m

u = B(e?) = et = B(S) = Y (Mt nl?) (17)
i=1
uy = E(e??) = 2ma+20% E(S?%) (18)
m m—1 m
_ Z (e2myi+20§i _ 62myi+oji) 4+ 92 Z Z (emyi+myj+(a§i+a§j+2rijayiayj)/2
i=1 i=1 j=i+1

2 2 /9
et g L

where 7;; is the correlation coeflicient between Y; and Y.
Solving (17) and (18) for m, and o, yields:

1
m, = 2lnu; — §1an (19)

02 = Inug — 2Inwu, (20)

z

The computational complexity of Wilkinson’s approximation can be analyzed through
the cost of computing m, and o,. The computational complexities of m, and o,
are determined by those of u; and us, whose values can be obtained using the
formulas in (17) and (18). It is clear that the computational complexity of uy is
dominated by that of ug, since the complexity of calculating u; is O(m), while that
of ug is O(m - Neorrr), where Neopp- is the number of correlated pairs among all pairs
of Y; variables. The cost of computing us can also be verified by examining the
earlier expression of uy in (13), in which the second term in the summation, in fact,
corresponds to the covariance of Y; and Y}, which becomes zero when Y; and Y;
are uncorrelated. Therefore, if r;; # 0 for all pairs of Y¥; and Y}, the complexity of
calculating us is O(m?); if r;; = 0 for all pairs of i and j, the complexity is O(m).

As explained earlier, for full-chip leakage analysis, the number of correlated log-
normal distributed leakage components in the summation could be extremely large,
which could lead to a prohibitive amount of computation. If Wilkinson’s method is
applied directly, when the total number of gates in the circuit is IV, the complexity
for computing the sum will be O(N, 92), which is impractical for large circuits. In
the remainder of this section, we will propose to compute the summation in a more
efficient way.

4.3.2  Reducing the Number of Correlated Lognormals to be Summed. Since Wilkin-
son’s method has a quadratic complexity with respect to the number of correlated
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lognormals to be summed, we now introduce mechanisms to reduce the number of
correlated lognormals in the summation, to improve the computational efficiency.

First, the number can be reduced by identifying dominant states for subthreshold
and gate tunneling leakage currents for each type of gate in the circuit.

Due to state dependencies of subthreshold and gate tunneling leakage currents,
the computation of full-chip leakage current must take into account all possible in-
put patterns at all gates in the circuit. In general, for a gate with N;y,p:, input pins,
the number of input states to be considered can be 2Vinrin . However, the leakage
currents at some input states may not be as important as at others. It is sufficient
to identify the important ones, corresponding to dominant states, and consider the
leakage currents only at dominant states without losing much of accuracy.

When only subthreshold leakage current is considered, the dominant states for
subthreshold leakage current in a transistor stack correspond to those with only one
“off” transistor in the pull-up or pull-down chain [Sirichotiyakul et al. 1999; Ketkar
and Sapatnekar 2002]. In this way, for a transistor stack of length ¢, the number of
input states to consider is reduced to a much smaller size, ¢ instead of 2¢. However,
when gate tunneling leakage current is also considered, the dominant states must
be characterized based on both leakage mechanisms and their interactions.

The interaction effects between the two mechanisms are analyzed in [Lee et al.
2003] by studying three scenarios for the middle transistor ¢,, in a NMOS transistor
stack of length 3, as shown in Figure 3: in scenario (a) where ¢,, has a conducting
path to supply and nonconducting path to gate output, Igqse does not interact with
Iy in the stack and the total leakage in stack is the sum of the two; in scenario
(b) where t, has a nonconducting path to supply and conducting path to gate
output, Igqse is one order of magnitude smaller than that of case (a) and can be
ignored safely; in scenario (c¢) where ¢, has a nonconducting path to supply and
gate output, due to the interaction between I, and Igee, Isup can be ignored
safely. For details, the reader is referred to [Lee et al. 2003].

The analysis shows that a dominant state for subthreshold leakage current may
not be one for gate tunneling leakage current, e.g., scenario (b) is a dominant state
for Igyp, but not I,q., and scenario (c) is a dominant state for Igqse, but not
Isup. Therefore, one way of identifying the dominant states for leakage current of a
gate is to separately determine the set of dominant states for the subthreshold and
gate tunneling leakage currents. From the analysis above, the dominant states for
subthreshold and gate tunneling leakage currents can be identified by the following
rules. For a transistor stack, the set of dominant states for subthreshold leakage
current remains being the one with only one “off” transistor in the pull-up or pull-
down chain, since the value of I, is strongly reduced only when there is more
than one “off” tramsistor in the pull-up or pull-down chain. The determination of
dominant states for gate tunneling leakage current is based on the following rule:
in a transistor stack, the gate tunneling leakage current of a transistor is negligible
if there is a conducting path to the gate output from this transistor.

To show the accuracy of leakage current estimation considering only dominant
states under process variations, for each type of gate in library, we compare, by
Monte Carlo simulation, the distribution of the average subthreshold leakage cur-
rent, Zwec,;,k Prob(vec; ;) - Lsup.ix(vec; ), and the distribution of average gate tun-
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Fig. 3. Three scenarios of combined I, and Igqte for a three-input NMOS transistor stack [Lee
et al. 2003].

neling leakage current, ZVWCM Prob(vec; ;) - Igate,x(vec ), using only dominant
states with that using a full set of input vectors, assuming all input vectors hav-
ing equal probabilities of occurrence. As an example, Figure 4(a) shows the PDF
curves for simulations, with dominant states only and with the full set of states,
for the average subthreshold leakage current of a 3-input NAND gate when the 30
values of L.ss and T,, are 20% of the mean. A close match is observed between
these two PDF curves, and the same observation can be made when we compare
the PDF curves of gate leakage for a 3-input NAND gate, using full-simulation and
dominant states, as shown in Figure 4(b). For all types of gates in our library, the
error can be controlled within 2%.

02

0.16]
2 2
%} 72}
c c
g o1z g
2 £
3 2
ERG g
<] a
a

0.04]

94 16 18 20 22 24 26 0 5 10 15 20 25 30 35
Subthreshold leakaae current (nA) Gate tunneling leakage current (nA)
(a) Average subthreshold leakage current (b) Average gate-tunneling leakage current

Fig. 4. Comparison of PDFs of average leakage currents using dominant states with
that of full input vector states for a 3-input NAND gate, by Monte Carlo simulation
with 3o variations of Les and T, 20%. The solid curve shows the result when only
dominant states are used, and the starred curve corresponds to simulation with all
input vector states.
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Second, instead of directly computing the sum of random variables of all leakage
current terms, by grouping leakage current terms by model and grid location, and
calculating the sum in each group separately first, the computational complezity in
the computation of full-chip leakage reduces to quadratic in the number of groups.

This is because, as will be explained in this section, the summation in each
group can be computed in linear time with respect to the number of leakage terms
in each group. The results of the sums in all groups are then approximated as
correlated lognormal random variables that can be then computed directly using
Wilkinson’s method. Since the number of groups is relatively small, a calculation
that is quadratic in the number of groups is practically very economical.

Consider any dominant state for subthreshold leakage current that has only one
“oft” transistor in the transistor stack. It is observed that the values of subthreshold
leakage currents per unit width, and thus their probabilistic distributions under
process variations, are almost the same for any two transistor stacks that have the
same number of “on” transistors between the drain of the only “off” transistor and
the output of the gate. For example, it is observed that the subthreshold leakage
current per unit transistor width is the same for the pull-down of a NAND4 in
state 0111, a NAND3 in state 011, a NAND2 in state 01, and an INV in state
0. Therefore, this equivalence can be used to compactly store the PDF of the
subthreshold leakage current per unit width in an LUT, and different types of
gates, with different stack lengths, can be characterized by the same LUT entry. If
q is the length of the longest stack in the library, the number of different models is
2q in the LUT of I (g each for I, for the PMOS and the NMOS).

For a dominant state of the gate tunneling leakage current, it is observed that
if a transistor shows gate tunneling leakage, the value and probability distribution
of Igqte can be determined by the number of “off” transistors between the leaking
transistor and its supply in the transistor stack. In this way, the number of distinct
models that store the gate tunneling leakage current per unit width is limited.
Specifically, the total number of different models used in the LUT is only ¢ — 2, if
the length of the longest stack in the library has length q.

Therefore, the total number of distinct models used in the LUT for the PDFs
of the subthreshold and gate tunneling leakage currents is reduced to 2q + q¢ — 2,
where ¢ is the length of the longest stack in the library. Next, we will show that if
the leakage current terms to be summed in Equation (4) are grouped by the LUT
model that they correspond to and their grid location, then the sum in each group
can be computed in linear time with respect to the number of leakage terms in the
group.

For illustration purposes, we only describe the computation of grouped sum for
subthreshold leakage current term; the computation of gate leakage current pro-
ceeds along similar lines. The subthreshold leakage current term here refers to
the term Prob(vec; k) - Isup.x(vec; ) in LY in Equation (4). If Isyp x(vec; i) cor-
responds to the p*" model in the LUT for PDF of subthreshold leakage current
and it is located in the ' grid, then Prob(vec; i) - Lsub.k(vec; ;) can be written as
ozeU"*”'*'ﬁl*P'ALleff4'52*"'AT"““~’“7 where the values of Uy p,, 31,, and B2, come from the
p'" model in the LUT; the coefficient a is Prob(vec; i) - Wes .k - ¢p, Where ¢, is the
coefficient from the p*" model; ALle ¢ represents the variation of Lc¢s in the [th
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grid in the spatial correlation model, and AT, j the variation of T,, at this gate.

As we write the summation over all these lognormals, we observe that several
different gates within the circuit may use the same LUT model: in fact, in general,
the number of models is dramatically smaller than the total number of gates, and in
practice, can be upper-bounded by a constant. Let Isyupp; = {Islub}p’l, R Sy
where s is the size of the set, be the group of all subthreshold leakage current terms
that use the p*™ model in the LUT and lie in the I*" grid. Obviously, any I obpa
can be expressed in the form of:

. 1 )
I£Ub pl — ajeUO,pJFﬁl,p'ALeff+62,p'AToz,] (21)

Note that each Iﬁub »

but the values of a;; may be different for different Igub,p,

; has the same values of Uy p, 31,, and (2, from the p'"" model,
, terms, corresponding to
different probabilities of occurrence, or different transistor widths. All I7 , p, terms

share the same variable ALl since they are in the same I'" grid, but each 7,
has a different ATy, ; variable, with all such AT, ; variables being independent of
each other (since the values of gate oxide thickness are uncorrelated from gate to
gate).

Then, the sum of all terms in I, can be written as:

s s

sum Z J _ U p+B1,p AL B2 ATos

sub,p,l — Isub,p,l =e P ’ I aﬂ ersr o (22)
=1

Jj=1

Due to the independence of the 15, ; variables, the sum 25:1 a; - eP2p BTox,j
is in fact a sum of independent lognormal random variables. As explained ear-
lier in the description of Wilkinson’s method, the sum of independent lognormal
random variables can be approximated by a lognormal random variable with com-
putational complexity linear to the number of independent lognormals. Therefore,
the product of the term, eU“’P+ﬁ1fP'ALleff, with the lognormal approximation of
25:1 o - ef2.pATozj is also approximated as a lognormal, and the computational
complexity of performing this calculation is O(s).

Now that each I subp.l 18 approximated as a lognormal random variable, the full-
chip leakage can be calculated as the sum

Nimodets m

Yo DI (23)

p=1 =1

where Np,oders is the total number of models in the library, and n is the number
of grid partitions in the spatial correlation model. Note that any two 34" | terms
may be correlated due to spatial correlations of the process parameter L.¢s, and
thus the computational complexity of the sum is O(J\ffnodelS -n?). Since the number
of different models of a library is upper-bounded by a constant, and the number
of grids is substantially smaller than the number of gates in the circuit, the com-
putational complexity for estimating the distribution of full-chip leakage current is

reduced from O(N?) to a substantially smaller number O(NZ, ., - n?).

4.3.3 Handling Correlations Between Leakage Currents in Different Groups. As
described in the previous subsection, in order to reduce the number of correlated
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lognormals to sum, the leakage current terms are summed in groups, where each
group is a set of terms that correspond to the same grid and the same model from
the LUT. Let 717" and I;3"" be the results of two grouped sums that are both
in the same I grid, and utilizing models pl and p2 from the LUT, respectively.
According to Equation (22), they can be computed as:

sl

sum _ Ugp1+B1,p1-ALL . B2,p1- ATog; — Uopi+B1,p1-ALL; 3

ol = eo.r P ff . pl-€ P i = eY0:p P ff . @ (24)
Jj=1
s2

;g’;n — EUO'szrﬁl’pQ ALeff . Zaj,pz . 652,;72 ATDI,] — eUO,p2+Bl,p2 ALeff . e'Y (25)
Jj=1

where sl and s2 are the number of terms in I})" and 13", respectively. The

. . . . 1 . v
term e$ is the random variable approximatin 5Ly - eP2eBATon and e for
j=1""72:P )
2 ) . . . . .
Z;:1 jpa - 02028 0w g described in the previous subsection.

It should be noted that 2]51:1 v p1 - P21 ATowi and Zjil v po - eP2r2ATowi may
be correlated. This is because although I71"/* and 15" correspond to different mod-
els in the LUT, they may include leakage currents of the same gate, and obviously
leakage currents associated with the same transistors are correlated. Therefore, ef
and €Y are correlated, and the correlation between £ and v must be considered
while adding up the sums of all groups for full-chip leakage current calculation.

The correlation between ef and e” can be computed by:

cov(ef,e?) = B(efT) — B(ef)E(eY) (26)
— e#§+uw+(dg+0'?,)/2(eCOU(Ev’Y)/Q —1)

where p¢ [pt,] and oy [0,] are the mean and standard deviation of £ [], respectively.
Thus, the covariance between £ and v can be obtained by solving Equation (26)

for cov(&,7):

cou(ef, e) > on

cov(€,7) = 2log <1 + ehethat(og+03)/2

In Equation (27), the mean and standard deviation of £ and « are known values.
. £ v . . sl ) L oB2,p1 AT os 52 ) .
Since e> and e” are approximations of ijl Qjp1 - €72P i and ijl Qv p2
ePzr2-BTosi yespectively, the value of cov(e®, eY) can be obtained as:
sl s2
ATy ; ATy
cov(eg,e'y) = cov E Qjpl - eP2p1-AToxs E Qjp2 - P22 BT0x (28)
Jj=1 Jj=1

Note that any two AT,, ; variables are independent, and thus the value of the
above right hand side can easily be computed as:

2 2 2 2
Z Qjpl * O p2 e PrmtBapon,, /2 (652”’1'[’2’?2"’%,1' —1) (29)
J

where o7, . is the standard deviation of ATy, ;.
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4.3.4 Handling Inter-die Variations. The described framework for statistical
computation of full-chip leakage considering spatial correlations in intra-die varia-
tions of process parameters can easily be extended to handle inter-die variations.
To include the effects of inter-die variations, for each type of process parameter,
a global random variable can be applied to all gates in the circuit to model this
effect. For spatially correlated process parameters, this is reflected as an update
of the covariance matrix by adding to all entries the variance of the global random
variable. For spatially uncorrelated process parameters, it introduces a correlation
term between the leakage currents of different gates. However, the same framework
of estimating the distribution of full-chip leakage current for handling intra-die
variations proposed in section 4 can be applied.

5. AN IMPROVED ALGORITHM, HYBRIDIZED WITH THE PCA-BASED APPROACH

In previous sections, we have proposed techniques to improve the computational
complexity by reducing the number of correlated lognormals to sum. Another
possible approach is to modify the structure of each lognormal random variable so
that the summation can be computed efficiently, as was done using a PCA-based
(Principal Component Analysis) method in the work of [Srivastava et al. 2005]. In
this section, we will first present the method proposed in [Srivastava et al. 2005],
and an improved method hybridized with the PCA-based approach will be proposed
in the following section.

5.1 PCA-based Method

The work of [Srivastava et al. 2005] proposes a PCA-based method to compute the
full-chip leakage considering the effect of spatial correlations of L.yy. The principle
of the method is very similar to the PCA-based statistical timing analysis proposed
in [Chang and Sapatnekar 2003]. In this method, the same spatial correlation model
introduced in section 3 is used. The leakage current of each gate is approximated by
a lognormal random variable in a form similar to expression (7) or (11)4, call it the
“original lognormal form” for later reference, and then the expression is rewritten
in a “PCA form” by expanding the variable AL,y as a linear function of principal
components. For example, let I? , be the subthreshold leakage current of the ith
gate originally written in a form similar to Equation (7) as:

y . P i L. .
;ub _ er,H-ﬁm AL g r+B2,iATox,i (30)

Here, ALleff is the random variable for the variation of L.s¢ in the I*" grid, and
AT,; ; is the variation of T,; at the ith gate. Note that for any i # j, AT, ; and
AT, ; are independent since Ty, is spatially uncorrelated.

If principal component analysis is performed on the set of correlated variables
AL;ff, o, ALYy, as in [Chang and Sapatnekar 2003], then ALleff can be ex-
pressed as a linear function of the set of principal components:

’ 'N.
ALL;;=an x LY+ +a, X L (31)

4In [Srivastava et al. 2005], only process parameter Loys is considered and an independent un-
certainty term is introduced for ALy ;. For convenience, we do not distinguish such differences,
since these factors can easily be considered and incorporated in any framework.
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where the L;j} f variables are the mutually independent principal components com-
puted from the covariance matrix of ALl PYSERE ALZf s» the coeflicients a;; of each

’

Lejf ; are computed from principal component analysis, and N, is the number of
principal components.
Then, the PCA form of I}, is:

Igub _ er,H‘ZZ\Z’l ki‘L;tf‘f“FﬁQ,i'ATom,i (32)
where each k! = a;1-£1; can be computed by comparing this equation with Equation
(31). |

In [Srivastava et al. 2005], the sum I?,, + I , is re-approximated again by a
lognormal random variable I fub in PCA form:

Np 1 h p't h
Iy = Bt K Ll -

where r is a normalized Gaussian random variable generated by merging the two
terms ATE, and ATY,, and 8" is the coefficient of r.

In Equation (33), the value of U%" can be directly computed using Wilkinson’s
formula (19). The other coeflicients can be obtained using the following expressions:

E(IL,, - eL;tff) + E(Igub : "/L;tff)
[E(Ii,) + E(I,,) E(e"r)

sub sub

k= log (34)

N, 0.5

gl log (1 + Var(Ii,,) + Var(I2,) + 2cov(I% Igub)> _ Z (k)2

- - -
(I;ub + I.gub)2 t=1

Here, E(.), Var(.) and cov(I’,, I’ ,) can be computed using Equations (14),
(15), and (16). Note that all terms in Equation (34) are in PCA form. The benefit
of using a PCA form is that the mean and variance of a lognormal random variable
can be computed in O(NN,,), as can the covariance of two lognormal random variables
in PCA form. Therefore, the computation of all values and coefficients in 1 ;‘ub, and
thus the sum of two lognormals in PCA form, can be computed in O(N,). As
mentioned in the description of Wilkinson’s method, the computation of full-chip
leakage current distribution requires a summation of IV, correlated lognormals.
Thus, the PCA-based method has an overall computational complexity of O(N,, -

Ng).
5.2 Hybridization with the PCA-based Approach

In this section, we will present an improved algorithm by hybridizing the basic
approach proposed in section 4 with the PCA-based method in [Srivastava et al.
2005].

We summarize the similarities and differences between the basic approach and the
PCA-based method as follows. Both methods use Wilkinson’s method to approxi-
mate sum of lognormal random variables. The basic approach in section 4 improves
run-time by reducing the number of correlated lognormals to sum, by first calcu-
lating the sum of leakage currents by groups, where each group contains leakage
currents in the same grid and using the same LUT model, and then computing
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full-chip leakage by summing up leakage currents in all groups. The computational
complexity of this approach is O(n? - N2, ..,.), where n is the number of grids
partitioned in the spatial correlation model and N,,,4e; is the number of models in
the LUT. The PCA-based method re-expresses each lognormal random variable in
PCA form, and then directly computes the summation of all correlated lognormals
using Wilkinson’s method in O(N, - N,), where N, is the total number of gates in
the circuit and NV, is the number of principal components.

Similar to the basic approach, the improved algorithm proposed will compute the
full-chip leakage current hierarchically in groups, and the sum of leakage current
terms in each group will be computed in a more efficient way as in the PCA-based
approach:

First, the average total leakage current of each gate can be computed as defined
in Equation (1) and (4): Zvveci,k Prob(vec; i) - (Lsub,kp(veci k) + Igate k(vec; ). By
using the models from the LUT, the average total leakage current becomes a
weighted sum of several leakage current terms, and note that the number of the
terms is no more than Ny,oqe1s- In general, if the gate is located in the Jth grid,
then any leakage current term can be written in the form UotB1-ALgs ;402 AToz i
If we re-approximate the sum of any two leakage current terms in the same form,
Equation (34) can be utilized to compute the desired values in the approximation.
This is because the process parameters of all transistors in the same gate are fully
correlated, so that AL! 7pand AT, j, can be regarded as global random variables in
the same gate. Thus, Equation (34) can easily be reused by first normalizing ALlEf ¥
and AT,; ; to unit Gaussians in the original lognormal form, and then computing
the sum using (34) by regarding the normalized ALle 7p and AT,; 1 as principal
components in the formula. Obviously, the complexity for summing any two leak-
age current terms in the same gate is O(1), and thus the computation of the average
total leakage current of a gate is O(Npmodeis). If the total number of gates in the
circuit is Ny, then the computational complexity of this step is O(Nmodeis - Ng)-

Next, the total leakage current in each grid is computed separately. Clearly, for
all gates in the I*" grid, any average leakage current of a gate is expressed as an
exponential function of the same random variable ALle s while the average leakage
current terms for different gates correspond to different AT,, j variables (note that
all AT, ; variables are independent). The sum of average leakage currents of any
two gates can be approximated in a manner similar to that used in computing the
average leakage current of a single gate, by first normalizing ALL 7 to unit Gaussian
in original lognormal forms of leakage currents, and then computing the sum using
formula (34) by regarding normalized ALlef ¢ as a principal component. Therefore,
the sum has a computational complexity of O(1). Since this step must compute the
total leakage current of all gates in all grids, the computation complexity is O(Ny).

Finally, the full-chip leakage is computed by adding up the total leakage currents
computed in all grids. If the number of grids is n, then n correlated lognormals, with
a complicated correlation structure, must be summed up. Therefore, we transform
all lognormals in the summation into PCA forms, and the sum can be computed
using the same method proposed in [Srivastava et al. 2005]. The computation
complexity of this step is O(N,, - n).

From the analysis above, the total computational complexity of the improved
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Get leakage current models in original lognormal forms for
each gate under each possible input vector from LUT.

4

Compute average total leakage of each gate k by considering ALle i and AT,y 1 as

global random variables using formula (34). The result is in original lognormal form.

4

Calculate sum of leakage currents of all gates in each grid [ by considering ALleff as

global variable using formula (34). The result is in original lognormal form.

4

Transform expression of total leakage current in each grid to
PCA form by superposing equation (31).

4

Find full-chip leakage currents by summing up leakage
currents in PCA forms in all grids using formula (34).

Fig. 5. Overall flow of the improved algorithm.

Table I. Comparison of the proposed basic method with Monte Carlo simulation.

Total Circuit Leakage Current (uA) ]

Circuit Gate Grid MC Basic Method Error% MCNoCorr Error%
Name Number Number mean| std mean| std mean| std mean| std mean std
538584 20705 256 678.4 215.5] 670.7] 208.9 -1.1%| -3.1%| 678.2] 199.3] 0.0% -7.5%
535932 17793 256 606.2] 195.00 597.1] 182.9[ -1.5%| -6.2% 606.1] 165.3] 0.0%| -15.2%
515850 10369 256 420.1] 132.2] 414.3] 128.6] -1.4%| -2.7% 419.7 120.1] -0.1%| -9.2%
513207 8620 256 352.6] 110.0] 349.9 108.4] -0.8%| -1.5%| 350.9 97.5 -0.5%| -11.4%
59234 5825 64 239.00 76.8| 237.0] 75.2| -0.8% -2.1% 240.1 70.0 0.5% -8.9%
55378 2958 64 178.90 59.9| 177.1] 59.3] -1.0% -1.0% 178.9 56.4 0.0% -5.8%
c7552 5528 64 327.90 106.1] 324.3 101.0] -1.1%| -4.8% 327.8 90.7 0.0%] -14.5%
c5315 3887 64 239.00 78.4| 235.7 74.3| -1.4%| -5.2%| 239.5 67.2 0.2%| -14.3%
c6288 2672 16 229.6] 77.3] 227.7 78.0] -0.8%| 0.9%| 229.7 71.8 0.0% -7.1%
c3540 2606 16 158.9] 53.4| 156.8 50.9] -1.3%| -4.7% 158.3 44.1 -0.4%| -17.4%
c2670 1925 16 113.71 37.8] 112.6] 36.6[ -1.0%| -3.2%| 113.9 31.7 0.2%] -16.1%
c1908 1261 16 73.5 24.9 72.3 23.5| -1.6%| -5.6% 73.2 20.1 -0.4%| -19.3%
c880 594 4 37.4 13.3 36.9 12.7| -1.3%| -4.5%| 37.3 10.5 -0.3%| -21.1%
c432 294 4 18.3 6.5 17.9 6.2 -2.2%| -4.6% 18.2 5.1 -0.5%| -21.5%

algorithm is O(Np - n + (Npodets + 1) - Ng) = O(N, - n + N,). This is better
than the complexity of O(N, - N,) for the PCA-based method, since the number
of grids n is substantially smaller than the number of gates NN, in the circuit. If
n is a small constant, the basic approach which has a computational complexity
of O(n? - N2_..;.) which may outperform the improved approach. However, as n
grows to a relatively larger number, the basic approach grows quadratically with n,
while improved approach grows linearly which results in a better run-time for the
improved approach, as compared to the basic method. The flow of the improved
algorithm is provided in Figure 5.
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Fig. 6. Distributions of the total leakage using the proposed basic method against Monte Carlo
simulation method for circuit c7552. The solid line illustrates the result of the proposed basic
method, while the starred line shows the Monte Carlo simulation results.

6. EXPERIMENTAL RESULTS

In this section, the experimental results for full-chip statistical leakage estimation
will be presented. The results using the basic approach proposed in section 4 will be
first provided, followed by those using the improved method of section 5. A study
of effects of process parameter L.f; and T,, on subthreshold and gate tunneling
leakage currents is also provided at the end of this section.

Our experiments were performed on the set of circuits in the ISCAS85 and IS-
CAS89 benchmark set. The circuits were synthesized with SIS with a cell library
consisting of an inverter, and NAND, NOR, AND, and OR gates with 2, 3 and 4
input pins. The designs were placed using Capo [CAP]. The technology param-
eters that were used correspond to the 100 nm Berkeley Predictive Technology
model [BPT], and the 30 value of parameter variations for L.s; and T,, were set
to 20% of the nominal parameter values, of which inter-die variations constitute
40% and intra-die variations 60%. The spatial correlation was modeled so that the
correlation coefficient value diminishes equally with the distance between any two
grids. The number of grid partitions in the spatial correlation model used for each
benchmarks is listed in Table I, and depends on the size of the circuit.

6.1 Results of the Basic Method

First, we present the experimental results of the proposed basic method for full-chip
leakage estimation introduced in section 4. For comparison purposes, we performed
Monte Carlo simulations with 10,000 runs on the benchmarks. The results of the
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comparison of this method with the Monte Carlo (MC) approach are shown in
Table I. The average errors for the mean and sigma values are 1.2% and 3.6%,
respectively. In Figure 6, we show the distribution of total circuit leakage current
achieved using the proposed basic method and using Monte Carlo simulation for
circuit ¢7552: it is easy to see that the curve achieved by the basic method matches
well with the Monte Carlo simulation result. For all testcases, the run-time of
the basic method is less than one second, while the Monte Carlo simulation takes
considerably longer: for the largest test case, c7552, this simulation takes 3 hours.

To show the importance of considering spatial correlations, we run another set
of Monte Carlo simulations (MCNoCorr) on the same set of benchmarks, assum-
ing correlation coefficients of zero between the intra-die variations of effective gate
length L.y of any two gates on the chip. The comparison data is also shown in
Table I. Tt can be observed that although the mean values are close, on average,
the variances of MCNoCorr, where spatial correlations are ignored, has a underes-
timation of 16.5% compared to MC, where the spatial correlations are taken into
account. This is because the leakage values of different gates are less correlated
when spatial correlations are ignored, and thus different gates have lower proba-
bilities of taking larger values of leakage simultaneously, which results in smaller
overall variations.
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Fig. 7. Comparison of scatter plots of full-chip leakage of circuit c¢432 considering
and ignoring spatial correlation.

To visualize the difference, in Figure 7, for circuit ¢432, we show the scatter plots
for 2000 samples of full-chip leakage current generated by Monte Carlo simulations,
with and without consideration of spatial correlations of L.s¢. The x-axis marks the
multiples of the standard deviation value of ALZ}?T, inter-die variations of effective
gate length, ranging from —3 to 43, since a Gaussian distribution is assumed. The
y-axis are the values of total circuit leakage current. Therefore, at each specific
value of AL@%»”, the scatter points list the various sampled values of total circuit
leakage current due to variations in 7,, and intra-die variation of L.s¢. The plots
also show a set of contours lines that correspond to, with the effect of spatial

correlation taken into account, a set of percentage points of the cumulative density
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function (CDF) of total circuit leakage current at different values of AL?}tf”. In
Figure 7(a), where spatial correlations are considered, nearly all points generated
from Monte Carlo simulation fall between the contours of the 1% and 99% lines.
However, in Figure 7(b), where spatial correlations are ignored, the spread is much
tighter in general: the average value of 90% point of full-chip leakage, with spatial
correlation considered, is 1.5 times larger than that without for ALZ}?@T < —1lo; the
same ratio is 1.1 times larger otherwise. Looking at the same numbers in a different
way, in Figure 7(b), all points are contained between the 30% and 80% contours if
ALZJ’;tf’" < —1o. In this range, I, is greater than I,q: by one order of magnitude
on average, and thus the variation of L.ss can have a large effect on the total
leakage as I,y is exponentially dependent on L.y¢. Consequently, ignoring spatial
correlation results in a substantial underestimation of the standard deviation, and
thus the worst-case full-chip leakage. For ALZ}ZFT > —1o, I, decreases to a value
comparable to Iy4. and L.yy has a relatively weak effect on the variation of total
leakage. In this range, the number of points of larger leakage values is similar to
that when spatial correlation is considered. However, a large number of remaining
points show smaller variations and are within the 20% and 90% contours, due to
the same reasoning given above for ALZ&’}” < —lo.

6.2 Improved Method

Table II. Comparisons of the basic, PCA and improved methods with Monte Carlo
simulation.

Total Circuit Leakage Current (uA)

Circuit MC Basic Error% PCA Error% Improved Error%
Name mean| std mean| std mean| std mea std mean| std mea std mean std
538584 678.4 215.50 670.7 208.9] -1.1%| -3.2% 670.7 215.9 -1.1% 0.2%| 672.00 209.5 -0.9% -2.8%]
535932 606.2] 195.0] 597.1] 182.9] -1.5% -6.6% 597.1] 183.6] -1.5% -5.8% 597.6] 195.0] -1.4% 0.0%
515850 420.1] 132.2] 414.3] 128.6] -1.4%| -2.8% 415.00 129.0] -1.2%| -2.4% 420.1] 132.2] 0.0% 0.0%
513207 352.6] 110.0] 349.9 108.4] -0.8%| -1.5% 350.00 112.2] -0.7% 2.0%| 350.5 108.8 -0.6% -1.1%]
59234 239.0] 76.8| 237.00 75.2| -0.8% -2.1% 237.00 77.7| -0.8% 1.2%| 237.6] 75.5| -0.6% -1.7%
55378 178.9] 59.9| 177.1] 59.3] -1.0% -1.0% 177.1 61.1| -1.0% 2.0%| 179.1] 59.8 0.1%| -0.2%
c7552 327.9] 106.1] 324.3 101.0] -1.1% -5.0%| 324.3 104.2] -1.1%| -1.8% 325.6] 101.5 -0.7%| -4.3%]
c5315 239.0] 78.4| 235.7 74.3| -1.4% -5.5% 235.7 76.6| -1.4% -2.3% 237.7 74.9] -0.5% -4.5%
c6288 229.6] 77.3] 227.7 78.0] -0.8% 0.9%| 227.7 80.3] -0.8% 3.9%| 227.9 78.0] -0.7% 0.9%
3540 158.9] 53.4| 156.8 50.9] -1.3%| -4.9% 156.8 52.5| -1.3%| -1.7% 157.8 51.4| -0.7% -3.7%
c2670 113.7] 37.8] 112.6] 36.6] -1.0% -3.3%| 112.6] 37.7| -1.0% -0.3%| 117.0] 37.6 2.9%| -0.5%
c1908 73.5 24.9 72.3 23.5] -1.6% -6.0% 72.3 24.2] -1.6% -2.8% 72.5 23.6] -1.4% -5.2%
c880 37.4 13.3 36.9 12.7| -1.3%| -4.7% 36.9 13.1| -1.3% -1.5% 37.0 12.8| -1.1%| -3.8%
c432 18.3 6.5 17.9 6.2 -2.2%| -4.8% 17.9 6.4 -2.2%| -1.5% 18.0 6.2 -1.6%] -4.6%

In this section, we present the experimental results using the improved algorithm,
by comparing its accuracy and run-time efficiency with those of the basic and PCA
methods.

Table II lists the results generated using the basic, PCA and improved methods.
As shown in the Table, the results of the three methods are not exactly the same,
since the order in summing leakage terms are not all the same in these methods.
However, as these approaches are all based on Wilkinson’s approximation, similar
accuracies for estimating total chip leakage are achieved: the average errors for the
mean and sigma values are 1.2% and 3.6% respectively for the basic method, 1.2%
and 2.1% the PCA method, and 1.0% and 2.4% the improved method.

However, the three methods differ in terms of run-time efficiencies. In Table III
and IV, we show the run-times for different methods for ISCAS85 and ISCAS89
benchmark sets, respectively. In general, the proposed basic method is about 3 to
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4 times faster than the PCA-based method. As expected, the proposed improved
approach does not show any run-time advantage over the basic method for smaller
grid sizes. However, run-time of both the proposed basic and the PCA-based meth-
ods grows much faster with the grid size than the improved method. In Table IIT
and IV, when the number of grids grows to greater than 64, the improved approach
is about 100 times faster than the other approaches. Therefore, the run-time can
be significantly improved by combining the PCA-based with the proposed basic
leakage estimation approach.

Table III. Run-time comparison of the proposed basic, PCA-based, and improved
methods for the ISCAS85 benchmarks

Benchmark c432 | c¢880 | c1908 | c2670 | c3540 | c6288 | c5315 | c7552

Number of grids 4 4 16 16 16 16 64 64
Proposed basic method (s) 0.01 0.02 0.04 0.06 0.09 0.10 0.24 0.29
PCA-based method (s) 0.03 | 0.06 0.18 0.27 0.40 0.57 1.43 1.82
Proposed improved method (s) 0.01 0.03 0.06 0.09 0.12 0.14 0.19 0.25

Table IV. Run-time comparison of the proposed basic, PCA-based, and improved

methods for the ISCAS89 benchmarks
Benchmark s5378 59234 513207 s15850 35932 38584
Number of grids 64 64 256 256 256 256
Proposed basic method (s) 0.22 0.32 5.89 5.91 4.97 10.04
PCA-based method (s) 0.93 1.62 7.58 8.97 17.38 24.28
Proposed improved method (s) 0.16 0.30 0.47 0.56 1.03 1.34

6.3 Effects of Loy and T, on Leakage Currents

We also study the effect by varying L.ss and T, separately on the variations of
full-chip subthreshold and gate-tunneling leakage currents. As the purpose of this
test is purely for studying the effects of process variations, Monte Carlo simulations
are used in the tests. In Table V, the results by varying L.f; only keeping T,, at
its nominal value are provided in columns 2 to 7, and the last 6 columns show the
reverse. As seen in the table, the variations of L.¢s and T,, can each individually
lead to substantial variations in the full-chip leakage. When only L.fs varies,
I, varies substantially (the average ratio of the mean to the standard deviation
is 40.2%) and Igqee trivially (the corresponding ratio is 5.5%), since Iy, is more
sensitive to the variation of L.ss than Ty, and Igq is a strong exponential function
of Tyy over Legy. In this case, Iy, dominates It by 4 to 5 times and the variation
of full-chip leakage is mainly due to Is,. In contrast, when only T, varies, the
mean of Igq¢. doubles and standard deviation increases by 40 times, while standard
deviation of I, is about 3 times smaller compared to the former case. In this case,
although the mean of Iy, is about two times smaller than that of Iy, its standard
deviation is 3 times larger than that of I,,;. Therefore, in this case, although I,
and I4q¢e are both major contributors to the full-chip leakage, the leakage variations
are mainly due to Iggze-
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Table V. Comparison of leakage by varying L.;¢ and T,, independently

Circuit | Leakage by varying offective gate length only (uA) | Leakage by varying gate oxide thickness only (uA)
Name Ttotal Tsub Tgate Ttotal Tsub Tgate
mean | std | mean | std mean std mean | std | mean | std | mean std
c7552 2682 | 81.3 | 2162 | 83.8 52.0 2.7 2089 | 63.1 | 1951 | 34.0 | 103.8 88.2
c5315 1943 | 60.6 | 155.3 | 62.5 39.0 2.0 217.4 | 47.6 | 139.5 | 24.4 77.9 65.8
6288 178.5 | 46.7 | 131.2 | 49.1 17.4 2.6 2150 | 63.8 | 1204 | 19.6 94.6 79.2
c3540 120.4 | 42.2 | 103.3 | 43.6 26.1 15 144.4 | 31.7 | 92.9 15.9 51.5 13.7
c2670 92.9 29.9 74.6 30.8 18.3 1.0 1034 | 21.9 67.2 115 36.2 30.4
<1908 60.4 20.5 192 21.1 112 0.6 66.5 13.1 14.0 76 22.5 18.8
<880 30.6 10.9 24.5 112 6.1 0.4 34.1 75 22.0 3.8 12.1 10.4
c432 15.1 5.6 125 5.8 2.6 0.2 16.4 3.1 112 2.0 5.3 15
Avg 121.2 | 37.2 95.9 38.5 25.3 14 137.0 | 31.5 86.5 14.9 50.5 12.6

7. CONCLUSIONS

In this paper, we have proposed methods for computing the distribution of to-
tal circuit leakage power under process parameter variations considering the spa-
tial correlations among parameters. Two approaches, the basic and the improved
methods, have been described, with the latter as an extension of the basic approach
hybridized with an idea in [Srivastava et al. 2005] that improved the computational
complexity to a linear dependency on the number of grids in the intra-die spa-
tial correlation model. The proposed methods have been shown to be effective in
predicting the mean, standard deviation and the PDF of the total chip leakage.
We have also shown that the spatial correlations of process parameters must be
considered appropriately in order to predict chip yield correctly. We believe that
the proposed frameworks are general enough to predict the total circuit leakage
under other parameter variations. For example, leakage has a strong dependence
on temperature and the variation of temperature is also highly spatially correlated.
If the correlation statistics are available, the methods can easily be extended to
capture the effects of temperature variations. The limitation of the proposed meth-
ods is the approximation of leakage current as lognormal distributions through first
order expansions. Our experiments show the validity of this assumption for 20%
variations, which is adequate for near-term technologies. However, as the process
variations grow larger in the longer term, this approximation can introduce larger
errors. Developing techniques for handling these larger process variations is a topic
that we propose to explore in the future.
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