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Abstract— Negative Bias Temperature Instability (NBTI) in  circuits with appropriate guard-bands, such that they frema
PMOS transistors has become a serious reliability concern in reliable over the desired lifetime of operation, despitegeral
present day digital circuit design. With continued technology degradation.

scaling, and reducing oxide thickness, it has become imperative to

accurately determine its effects on temporal circuit degradation Over the past years, there ha\{e been many atte_mpts_ _to model
and thereby ensure reliable operation for a finite period of ime. the NBTI effect, based on theories, such as reaction-diffys

A reaction-diffusion (R-D) based framework is developed for dispersive diffusion, hole trapping. The reaction-diftus (R-
determining the number of interface traps as a function of time, D) theory [12], [13] has commonly been used to model NBTI,
for both the DC (static NBTI) and the AC (dynamic NBTI) stress leading to various long-term models for circuit degradafi4],

cases. The effects of finite oxide thickness, and the influence of 141-1161. H it fi . hRist
trap generation and annealing in polysilicon, are incorporated. [14]-[16]. However, alternative views among researcheist.e

The model provides a good fit with experimental data, and also Particularly about the inability of the R-D model to explain
provides a satisfying explanation for most of the physical effects some key phenomena, as detailed in [17]-[21]. This has led
associated with the dynamics of NBTI. A generalized framework to alternative models such as [17], [22]-[26], as well asredf
for estimating the impact of NBTI-induced temporal degradation 4 yegolve the controversy between the R-D model theory and
in present day digital circuits, is also discussed. the hole trapping theory [27]-[30]. While, this area is still
Key Terms : Negative Bias Temperature Instability (NBTI), under active research, the domain of our work is restriabed t
Re_action-Diffusion (R-D) Model, Frequency Independence, Oxide NBTI modeling based on the R-D theory.
Thickness, Delay. This paper compares the existing models for predicting long
term effects of aging on circuit reliability, within the R-D
framework [4], [14]-[16], and finds that these models do not
successfully explain the experimentally observed resuitts
When a PMOS transistor is biased in inversiori,( = this regard, we first sketch an outline for the basic requémis
—Vaa), interface traps are generated due to the dissociatiohany NBTI model, based on observations from a wide realm
of Si — H bonds along the substrate-oxide interface. The raté experimental data. Further, most of these models assume
of generation of these traps is accelerated by temperatnce, that the oxide thicknessi{.) is infinite, which is particularly
the time of applied stress. These traps cause an increas@dnvalid in sub-65nm technologies, whetg, is of the order
the threshold voltagel,), and a reduction in the saturationof a nanometer. Hence, the effect of interface trap gemerati
current (45,;) of the PMOS transistors. This effect, knowrand recombination in polysilicon must be considered while
as Negative Bias Temperature Instability (NBTI), has beeondeveloping a model. Numerical simulations are also peréarm
a significant reliability issue in high-performance digit€ to illustrate the drawbacks of existing models based on the R
design, especially in sub-130nm technologies [1]-[6]. AD theory, and to highlight the importance of considering the
increase inl/;;, causes the circuit delay to degrade, and whesffect of finite oxide thickness.
this degradation exceeds a certain amount, the circuit @&y f Accordingly, we propose an R-D based model for NBTI that
to meet its timing specifications. does not consider the oxide to be infinitely thick. The result
Experiments have shown that the application of a negatishow that the model can resolve several inconsistenci¢sdno
bias (/;s = —Vaq) on a PMOS transistor leads to the genewith the reaction-diffusion theory for NBTI generation and
ation of interface traps, while removal of the bidg,( = 0) recombination, as observed in [17]-[20]. Further, the rhode
causes a reduction in the number of interface traps duedan also explain the widely distinct experimentally observ
annealing [2]-[5], [7]-[11]. Thus, the impact of NBTI onresults in [20], [31], [32]. Implications of the model, and i
the PMOS transistor depends on the sequence of stress asage in determining the long-term impact of NBTI on digital
relaxation applied to the gate. Since a digital circuit ést3s circuit degradation after three years of operation areudised.
of millions of nodes with differing signal probabilities @mac- Besides the actual analytical modeling and the framewark fo
tivity factors, asymmetric levels of degradation are eigrared estimating the degradation of digital circuits, our cdmition
by various timing paths. The exact amount of degradatiort m@dso involves providing a better understanding of the eiwgdir
be determined using a model that estimates the amountcohstant, as used in [4], and has been misinterpreted as being
NBTI-induced shift in the various parameters of the circuiiniversal.
that affect the delay. This metric can then be used to designThe paper is organized as follows. Section Il outlines the

I. INTRODUCTION



previous work in NBTI modeling, and their shortcomingsdegradation. However, the model in [14] does not provide a
Based on these drawbacks, we outline a set of guidelingmod fit with experimental data, particularly during thetiadi
that can be used to verify the correctness of an NBTI modé&w seconds of recovery. Further, the analytical modelsg i
Section Il describes the R-D model equations, while Sederived under the assumption of infinite oxide thicknesscivh
tion IV presents a solution to the first stress phase, or tieenot valid in current process technologies. Our work edsen
DC stress case of NBTI action. In Section V, we outlinthe modeling in [14] to remove the limitations listed above.

a numerical simulation framework for the first stress and The work in [15] is also based on an infinite oxide thickness
recovery phases, thereby showing the origin for some of thesumption. To capture the rapid decrease in the number
key drawbacks of the R-D based model in [4], as well a¥ interface traps during the initial stages of recoveng th
highlighting the role of finite oxide thickness in long ternmodel lumps a constat The value ofd is used to fit with
recovery. Section VI then provides a detailed derivation @xperimental data, and no analytical means of computirgy thi
the model for the first recovery phase. Simulation results amalue is provided. Further, the shape of the curve around
comparison with experimental data are shown in Section Vthe 1000-1500s region in Fig. 4 of the paper does not fit
We use the stress and recovery models derived for a singlell with experimental data, from [34]. The above method
stress and relaxation phase, and extend this to a multecybbwever is insightful, and leads to a case, where a two-level
framework in Section VIII. Section IX then shows how thignodel for the recovery phase: one for recovery in the oxide,
model can be used to estimate the impact of NBTI on tred another for recovery in polysilicon, may be required for
delay degradation of digital circuits, followed by infeoms in accurate modeling, as explained in [35].

Section X. Accordingly, the work in [16] attempts to incorporate the
effects of finite oxide thickness, and the differing rates of
Il. PREVIOUS WORKS AND THEIR SHORTCOMINGS diffusion of H, in oxide, and poly, and thereby provides a

) ] . .comprehensive multi-cycle model. The work in [16] concurs

In this section, we present the drawpaqks of the existingh [14] in showing frequency independence analyticallye
NBTI models bf"‘SEd on the R-D_theory, in literature. We thep, ey provides an excellent fit with experimental data from
proceed to outline a set of requirements that an NBTI mo 5], and shows more recovery for a highés, value, which
must adhere to, in order to be able to account for the physics.qnsistent with experimental observations in [35].
of interface trap generation and recombination. The Reacti  5\vever the value of in the model in [16] is deemed to be
Diffusion model was first used in [12] to physically explainpiyersal, and this can lead to unexpected results as fellow
the mechanism of negative bias stress (NBS) in p-chanig|; instance, the recovery phase of the model in [16] for the
MOS memory transistors, based on the activation energy — 1 onm case is examined, for a single stress phase of
of electrochemical reactions. Several years later, a 'édta'loooos, followed by continuous recovery for a long period of

mathematical solution to the R-D model was presented by [1§}e |t is expected that the amount of recovery must coetinu
Subsequently, [4], [10], [11], [33] have used the R-D modg}, jncrease, with time, leading to near complete recovery at

to describe the NBTI effect in present day PMOS devices. jxfinjte time [36]. However, an evaluation of the model shows
The analytical model for NBTI in [4] by Alam provides ihat the recovery curve reaches a minimum at around 40000s,
a simple means to estimate the number of interface tragsgq continues to increase beyond that time. A similar beavi
for a single stress phase, followed by a relaxation phasgseen for thel,, = 2.2nm case, with the minimum occurring
under the assumption of infinite oxide thickness. The modg| 5,ound 20000s, and the deviation from the minimum value

does not capture the rapid decreaie in the concentrationiOfarger here. This may lead to unexpected behavior, and the
hydrogen initially, and predicts a 50% reductionli, when  inimum may shift toward a lower time point, for lower stress
the relaxation time is equal to the stress time. The fit W";E'eriods and higher oxide thicknesses.

experimental data (Fig. 3-page 2 of [4]) is not very accyrate
especially during the initial part of recovery. We will showA, Guidelines for an NBTI Model

later on in Section V that this is due to two reasons: Based on the drawbacks identified from these models, as
« The use of a single fixed value ¢f= 0.58 for model- well as observations from several publications such as, [19]
ing the back-diffusing front during recovery, whereas ifpQ], [24], we present some key guidelines for an NBTI model
reality ¢ varies with time. as follows:
« Finite oxide thiCknesseS, and a hlgher diffusion rate of 1) The model must predict that the number of interface
Hs in the oxide, as compared with polysilicon. traps increases rapidly with time initially, as explained
The work in [14] provides a multi-cycle analytical model in [10], [37], and asymptotically lead to & (t)
for NBTI, with the framework for the first stress and relax- ts relationship, (assuming that the diffusing species are
ation phases being built upon the work in [4]. The model neutral hydrogen molecules), as experimentally observed
demonstrates the widely observed relation that the amdunt o in [1], [5], [35].
trap generation over a large period of time is independent2) The model must be able to capture the “fast initial
of the actual frequency of operation, known as frequency recovery phase” that is of the order of a second [20],
independence [4], [9], [10]. The framework also provides an  during which recovery is higher.
analytical proof for frequency independence, and a method3) The model must predict higher fractional recovery for a
for estimating the delay of digital circuits, after ten yeaf PMOS device with a larget,,, for the same duration



of stress, as observed in [35]. This is because, a largge PNO (plasma nitrided oxides) or TNO (thermal nitrided
d., implies a larger number of fast diffusing hydro-oxides), and explains the discrepancy between the bulk trap
gen molecules in the oxide, and hence implies highping and the R-D models, for each of these types. Recently,
amounts of annealing. [40] highlights the differences between an OTFM and a UFM-
4) For an AC stress case where the stress duration is ego@sed technique for analyzing the impact of NBTI. The above
to the relaxation time period, the model must prediatork also shows that the R-D theory is consistent with the
larger fractional recovery, with lower stress times [20fexperimental results obtained using OTFM techniques, laad t
Previous works using an NBTI model [4], [15] andog-like recovery (equal recovery in every decade) obgkrve
numerical solutions of the model in [17], [19] all predictin [18], [19] is consistent with a UFM-based technique. The
50% recovery, when the ratio of the relaxation time tauthors in [40] also state that the log-based recovery;pf
the stress time is equal to one, irrespective of the actudserved in [19] is due to the inappropriate usage of theiguas

duration of the stress time. state relationship:
5) The model must predict some form of frequency inde- AN
. . q T
pendence, i.e., the number of interface traps generated AVyp = 0 1)

must approximately be the same asymptotically, irre- ) . )
spective of the frequency of operation. Although, thto ultrafast transient conditions. Further [40] explaire t

exact range of frequencies over which this phenomengfgwbacks in using a UFM-based technique, and strongly sup-
holds good is still not very clear, some form of frequencg’lorts the validity of the reaction-diffusion theory for pieting

independence is widely observed in the 1Hz - 1MH¥'® impact of NBTI correctly. _
range [4], [34] and has recently been shown to exist It must be noted that our model is presented under the above

assumption that the R-D theory provides a valid and satigfyi

explanation for interface trap generation and recombinati

_ L Our work seeks seeks to provide a better understanding of

B. A Note on OTFM and UFM Techniques and Validity of thﬁ]e R-D mechanism, thereby improving upon the drawbacks

R-D Theory in previous (R-D based) works, as listed in the beginning of
Two current state-of-the-art techniques to measure the igiis section. Further, it must be noted that our goal is tédbui

pact of NBTI onV};, during recovery include OTFM (On-the-a modeling mechanism for NBTI action that can be used to

Fly Measurement) which estimatésl;;, by measuring%L predict the impact on the timing degradation of digital gits

and UFM (Ultra-Fastl;;, Measurement) which estimates thafter several years of operation. Hence, a fast asympligtica

intrinsic NBTI andV;;, degradation directly. UFM-based tech-accurate model, as opposed to a slow cycle accurate model tha

niques, which can measure thé; degradation during the requires extensive numerical simulations, is of utmodityti

recovery phase, within is after removal of the stress, have

been employed in [18], [19]. Experimental results show that|||. ReacTION DIFFUSIONMODEL FORNBTI ACTION

there is a uniform recovery dfy, during the relaxation phase, In this section, we describe the framework of the Reaction-

with an almost identical amount of fractional recovery iy cion (R-D) model, used to develop an analytical model
every decade. Subsequently, [17], [19] show results coilmgparI i

. or NBTI action. The R-D model is solved assuming that al-
the large differences bet\_/veen an R-D theory-b_ased madel fnate periods of stress and relaxation, each of equaliora
recovery, and the experimental data, suggesting that the “are applied to the gate of a PMOS device, whose source
D mechanism does not provide a satisfactory explanation tg’ﬁd bulk are tied td/;; while the drain is ground7ed as shown
the.physical action during recovery. Further, [17] ex_pﬁ;alihe jn Fig. 1. It must be ’noted that the derivation is,valid, with
various drawbacks of the R-D theory-based analytical mo%*nor changes in the limits of integration, for any arbiyrar

proposed by Alam in [4], such as: sequence of stress and relaxation. However, since theaspeci
1) 50% recovery inV;, predicted afterr seconds of re- case of a square wave-like sequence of “alternating” stress
covery, following 7 seconds of stress, irrespective ofnq relaxation (also called AC stress in the NBTI literajure
the value ofr, whereas experimental results show g frequently used in experimentation, we consider thi®cas
dependence om, particularly with smaller values of
producing larger fractional recovery. . e
2) Numerical simulations of the R-D model predict 10004 Reaction-Diffusion Model
recovery, whereas [4] predicts 0n|y around 75% recov- The R-D model is used to annotate the process of interface

over the entire range of 1Hz - 2GHz in [38].

ery, ast — oo. trap generation and hydrogen diffusion, which is governgd b
3) Poor fit during the beginning of the recovery phases( the following chemical equations:
1), and fort > 7. Si—H+ht — Sit+H

The authors in [17] hence propose a dispersive transport
based model for trap generation and recovery. Further, the
works in [22], [25], [26], [39] support a bulk trapping-where the holes in the channel interact with the wsak- H
detrapping based model, instead of a reaction-diffusi@etha bonds, thereby releasing neutral hydrogen atoms, andnigavi
model. However, [29] distinguishes the gate dielectriad® inbehind interface traps. Hydrogen atoms combine to form
two types (Type | and Type Il) depending on whether theyydrogen molecules, which diffuse into the oxide.
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Fig. 1. Input waveform applied to the gate of the PMOS traosi® simulate alternate stress (S) and relaxation (R) phatequal durationr.

According to the R-D model, the rate of generation dB. Solution to the Reaction Phase

interface traps initially depends on the rate of dissoorati During the initial reaction phase, the concentration of hy-

of the Si-i1 bonds (which is controlled by the forward ratgyrogen atoms and interface traps are both very low, and there

constant,k;) and the local self-annealing process (which ig ;irtyally no reverse reaction. Hence, the number of fatar
governed by the reverse rate constanf). This constitutes traps increases with time linearly as:

the reaction phasein the R-D model. Thus, we have:

dt The linear dependence 8f;7 on timet correlates with results

where N;r is the number of interface trapsy, is the from numerical simulations in [5], [41]. This process lasts
maximum density ofSi — H bonds andN¥ is the density for a very short time (around 1ms). Gradually, the process

of hydrogen atoms at the substrate-oxide interface. Aft@f interface trap generation begins to slow down due to
sufficient trap generation, the rate of generation of traps € increasing concentration of hydrogen molecules, asd th
limited by the diffusion of hydrogen molecufesThe rate reverse reaction. The process then attains a quasi-aguitib

of growth of interface traps is controlled by the diffusioh 0[42]_’ and subsequently becomes diﬁusiqn Iim_ited. .
hydrogen molecules away from the surface as: Fig. 2 shows results from our numerical simulation setup

(described later on in Section V), showing the three regimes

Nir(t) = kyNot (8)

= k¢[No — N7 — kN1 Ny (3)

dNrr namely:

) Reaction phase which lasts less than a millisecond,
wheregy,,_ is the flow of diffusion ofH, from the interface during which Ny increases linearly with time, as seen
to oxide/poly. Hence, when diffusion is limited to the oxide from Fig. 2.
it follows the equation: 2) Quasi-equilibrium phase during which the interface trap

count does not increase.
dNrr — _D(m% (5) 3) Rate-limiting diffusion phase during which the mecha-
dt dx nism is diffusion limited.
where D,,,. represents the diffusion coefficient in the oxide,
while D, is that in polysilicon. 10*
Using Fick’s second law of diffusion, the rate of change i Diffusion-dominated

concentration of the hydrogen molecules inside the oxide ;[ Q“aSi'eq”i"men’//"'—
given by: & Reaction-dominated

= ]
Ny, PNy ol % |
— D, T g <dy 6
di g2 oro<es ©

-2 il il L il L il
where Ny, is the concentration of hydrogen molecules ¢ 1° 10 107 102 10 10° 10"

a distancex from the interface at time, (while Ny, , at time (s)
the substrate-oxide interface)This constitutes theliffusion
phasein the R-D model. In order to find a coupling relatio
betweenNy; in the reaction-phase equation in (3) and;,
in the diffusion-phase equation, we use the mass action law:
The reaction phase is ignored in the final model, for reasons
Np, = ku(Ng)? (7)  that will become apparent at the end of Section IV-A.

Fig. 2. Results of numerical simulation showing the threemegi of interface
r}rap generation, during the DC stress phase.

since two hydrogen atoms can combine to form a hydrogen
molecule with the rate constahi; [10], [41]. C. Diffusion Phase

L During this phase, the diffusion of hydrogen molecules
Initial works assumed diffusion of hydrogen atoms, althougks inow it ; ;
widely conjectured that hydrogen molecular diffusion oecis], [10], [35]. becomes the rate limiting factor. Since the number of iataf

2We will representNY,, (t) and N, () as N, and NY;, respectively, traps now grows rather slowly with time, the left hand side
except in cases where the the valuet 6§ not obvious within the context. in (3) is approximated as zero. The initial density of Si-H



bonds is larger than the number of interface traps that are
generated, so thay — N7 ~ Ny. This leads to the following oxide poly @
approximation for the reaction equation:
k¢ No
kr
We initially solve the diffusion equation for the first stsesnd
relaxation phases, and provide a method to extend the @oluti

~ N[TN% (9) Ny A

to the subsequent phases, in Section VIII. o) (b)
Nu, A
NO
IV. THE FIRST STRESSPHASE L7 H2
The first stress phase occurs from time= Os to 7, as J/

indicated in Fig. 1. During this stage, the PMOS device is | :
under negative bias stress, and hence, generation ofsiagerf | !
traps occurs. The stress phase consists of two components,®, Ny, '.‘
namely diffusion in oxide and diffusion in polysilicon, l¢iag N Ng, Y
to two analytical expressions, respectively. '

A. Diffusion in Oxide z(t) (@

The number of interface traps increases with time rapidly
initially, as given by (8), before reaching quasi-equiliion,
and eventually the mechanism becomes diffusion-limited. A Ndos
this point, the rate of generation of hydrogen is rather slow . ik -
and therefore, diffusion within the oxide, described by, (&n za(t) (t) (€
be approximated as:

NH2

d*N¥% (t)
Dog——2-= =0 10
= (10)
This implies thatNy, (¢) is an affine function ofr, wherex is .- 0}
the extent to which the front has diffused at a given tim€he za(t) x(t)
diffusion front can be approximated as shown in Fig. 3, which

; ; ; ; ; i~ig. 3. Diffusion front for the first stress phase: (a) sholesdross section of
pIOtS the front at various time points, durlng the dlfoSIOIﬁ]e PMOS transistor: > 0 denotes the direction of the oxide-poly. (b) shows

process. The concentration of hydrogen molecules is high@g front at timet — 0, and the hydrogen concentration is 0. (c)-(f) show the
at the interface, where the traps are generated, and ghadugdnt during the first stress phase. (c) shows the triangaggaroximation of
decreases as hydrogen diffuses into the oxide. as iIIesItraEhe diffusion front in the oxide, with the peak denoted]lsiﬁlg, while the tip
in Fig. 3 The hvd trati ¢ th, interf of the front is atz4(t). (d) shows the front at the oxide-poly boundary, i.e.,
n Fig. (C) € nydrogen Concen.ra on a € nter ace.\%enmd(t) =d,z, and the subsequent decrease in the peak concentration. (e)
denoted byNOQ, and can be approximated as zero at a poisiiows the front extending into poly, while (f) shows thaicgiD,s > Dp,
known as thediffusion front which we will denote a&d(t)' the front can t[)le approximated as a rectangle in oxide, folfolea triangle
.. . . . . : i i oz ~ NO
this is the extent to which the diffusing species has petegtra " POY: e Ny ~ N, -
at timet, into the oxidé. Therefore, we have:
dNHz _ N?Iz 11 . . . .
dr _:L'd(t) (11)  The value of the above integral is simply twice the area of the
triangle enclosed by the diffusion front in Fig. 3(c). THere,

NY
Ho dox ~, 0
NHz ~ Np,

and from the triangular approximation in Fig. 3(c),
d\* The above equations can be expressed equivalently in terms
Due to the one-one correspondence between the interfagevy using (7). Hence,
traps and theH species, the total density of interface traps
must equal the total density of hydrogen atoms (or twice the Nir(t) = kp(N§)?za(t) (15)
number of hydrogen molecules) in the oxide. Therefore,

R The approximation comes about because the reaction rate is
Nip(t) = 2/ N (t)dx (13) fast enough that uncombined!; are sparse: this is supported
=0 ’ by the fact that practically, diffusion is seen to be dueHe
o . . . . . and notH. The above equation relates the number of interface
3This is consistent with the right half of Fig. 4a in [4]: therea there h b f hvd . he i f
looks (deceptively) more rounded, but this is because theis/ia on a log traps to the num ero y rogen species at the inter a_‘ce- We
scale, and on a linear y-axis, the triangle is a reasonaslengstion. may now substitute (15) in the LHS of (5), and (11) in the



- Dour/2D,(t —t
RHS of (5), and further use (7) to obtain: £(0) p(t —t1) ~1fort>t, (23)

t =
ki (NY)? Dour/2D,(t — t1) + Dpdoy

dxg(t
kH(NIQI)2 xd( ) = Dy,
_ dt za(t) where the first equation accounts for diffusion in the oxide
i.e., za(t)dza(t) = Dogdt (16) leading to a rapid stress phase, followed by the second
Integrating this, we obtain: equation which involves diffusion in poly, and therefore, a
slower stress phase.
z4(t) = v/2Dost @an Using the above equations, it is easy to obtain an analytical
and using this in (15), we get: expression for the number of interface traps for the staB@ N
stress case, or the DC stress case as follows:
Nir(t) = kg (N%)? /2Dyt (18) 1
Finally, we substitute the above relation in (9) to obtain: Nirpe (5,0 <t <t1) = kir(2Dost)®
2 N (t,t>t1) = krr|do(14+ f(1))+
ke N, & 3 1 1 ITpc Uy 1 IT{
Nyp(t) = (fz VH) (2Dget)® = kyp (2Dogt)® (19) N

2D,(t - t)f(1)]" (24)

wherek;r = - ). _ _ . _ Simulation results for the DC stress case, using the above
The above equation is valid until the tip of the diffumodel are shown in Section VII - Fig. 12.

sion front has reached the oxide-poly interface, as shown in
Fig. 3(d). The time at which this occurs is denotedtbyand
can be computed by substituting(¢) = d, in (17) to obtain:

2
= dox (20) Before deriving an analytical model for the first recovery
2Doy phase as shown in Fig. 1, we present a detailed numerical
Typically, ¢, is of the order of a second for current technolognalysis and solution to this case. This section aims tctifgen
gies, considering the values of the oxide thickness, Bl the origin of the drawbacks of the recovery modeling in [4],
The number of interface traps for the first stress phase cafid argues that these are not necessarily a limitation of the

2
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V. NUMERICAL SIMULATION FOR THE FIRST STRESS AND
RECOVERY PHASES

tq

thus be expressed as: R-D mechanism itself, as contended in [17]. Accordingly, a
Nip(t,0<t<ty) = kITxd(t)% 21 modified R-D _model for recovery, based on the model in.[4]

is developed in Section VI. It must be noted that numerical

wherez(t) = v/2Doyl. simulation is only used to aid the reader in understandirg th

It must be noted that we ignore the reaction phase equatig&elopment of the actual mathematical model for the regove
given by (8), which captures the rapid initial rise in the men ynase. The employment of such a numerical simulation-based
of interface traps. Fig. 2 shows the extrapolated shapeef {qqel is prohibitively computationally intensive, paiarly
curve (using dotted lines) from a numerical simulation, fof, 5 mylti-cycle framework to estimate the asymptotic impac

the case where the reaction phase is ignored in the moqglNBT| on transistor threshold voltage after three yeaes (

and merely the diffusion phase is considered. The resujgl7 cycles at a frequency of 1GHz) of operation.

show that ignoring the reaction and equilibrium phasesdead We present a numerical solution framework for the R-D

to an underestimation itN;r initially, as shown in Fig. 2. ,4e| equations, described in Section Ill-A. We provide an
However, the mechanism is clearly diffusion limited, and Wﬁ'l-depth analysis of the recovery modeling in [4], and show
are interested in determining the impact of NBTI after a feyy,5¢ the value of the back-diffusion coefficignt= 0.5, as used
years of operation. Hence, an underestimation in the num‘berin [4] is not universal, and is actually based on curve-fitting.
interface traps for up to 1s does not affect the overall smur We argue that the poor fit between the analytical model in [4]
of the model, or the long-term shape of thgr curve. and measured data is partly due to the misinterpretatioheof t
value of¢ as being universal, and not the R-D model itself.
We then explore the impact of using a two-region model
considering the finite thickness of the gate-oxide, and hédrig

A g “> value of the diffusion constant in oxide, as compared with
well, as shown in Fig. 3(e), although the diffusion coefiitie o\ [35]. We show simulation results using this finite-cxid

for Hs in poly (denoted ad),), is lower than that in the oxide yhickness-based model for NBTI recovery, and argue that
[35]. The detailed derivation is presented in Appendix Adanne model further helps eliminate the previously encowtter

only the end result is shown here. Thus, from (21) and (53)yitations in using the R-D theory based models.
the number of interface traps for the first stress phase angiv

by:

B. Diffusion in Poly

Assuming thatr is greater thart; (the case where < t;
is handled later), the diffusion front moves into polysilicas

1 A. Simulation Setup
Nir(t,0 <t <t1) = krr(2Dost)o . o
A backward-Euler numerical solver based on [43] is im-

Nrr(t,ty <t <7) = kit [dox(l + () + plemented with adaptive time stepping, usihg = 4.66s ",
k, = 4.48e-9cms™ !, ky = 1.4e-3s', N, = 5e12cm, and
2D, (t — t1)f(t)} (22) p,, = 4e-17cMs~'. It must be noted that the exact values

W=



do not influence the time-dependencies [41]. A minimum step- Recovery is modeled as a superposition of two mechanisms:
size of le-4s is used for the simulations. We assume tha ther1) Continued diffusion of existing hydrogen molecules

is a one-one correspondence betwedr, and N, for each away from the interface.
of the cases, and that the y-axis, which denotes the noredaliz 2) Annealing of interface traps, and backward diffusion of
Npr values (marked as “Scaled; 7" in the figures), may also hydrogen molecules near the interface.

be interpreted as the normalizéd, values. The results are

. . . Thus, we have:
shown in the following subsections:

N[T(t,t>7') :N[T(T)—N;T(t) (25)

B. DC Stress where Nj; is the annealed component.

We first present the simple case of applying a DC stress onn the absence of annealing, i.e., if = 0 (along with
the PMOS transistors for 10000s. Fig. 4(a) shows the grov%p = 0) during the recovery phase, the profile of hydrogen
of N7 with time, while Fig. 4(b) shows the evolution of themglecular diffusion must be as shown in Fig. 5. Hence, the

diffusion front with time, for¢ = [100s, 1000s, 10000s]. The tiparea under both curves in Fig. 5 is the same, and is given by:
of the diffusion front grows as/t and the peak concentration

decreases, whil&/;, increases asymptotically as ¢5. Both Nir(t,t > 7) oc 2q(t)Npp, (t) = za(T)Npy, (7) (26)
results are consistent with the findings of the analyticatleho

detailed in Section V. D. Impact of Annealing

1 2.5X 10
Zf:o.s 2 ! 26428°
gos T15 % 08 \ 2
§ 0.4 1 gos Z15

0 Z,
02 05 10000s 04 !
0 0 0.2 05
(] 5000 10000s 0 0.5 1 %2
time(s) distance (cm) 10 0 2500 5000 7500 1000012500 % 2 istanca 8
(a) Nyr for stress phase. (b) Evolution of H, diffusion front time(s) x10
at 100s, 1000s, and 10000s. (@) N7 for stress phase.  (b) Evolution of Hy diffusion front.
Fig. 4. Trap generation andoHiffusion for DC stress. Fig. 6. Trap generation for AC stress case: 10000s of stiksved by

2500s of recovery.

In order to determine the impact of annealing, we
_ ) - first simulate the case where 10000s of stress followed

Fig. 5 shows the evolution of the diffusion front where sireg,y 2500s of recovery is applied to the PMOS device.
of existing hydrogen molecules for time> 7. The results n,,(1.25r = 12500) = 0.6737;7(r = 10000), whereas
show that the peak concentration of hydrogen at the interfagig. 6(b) shows the diffusion front, where there is anneglin
reduces, whereas the tip of the diffusion front continues iose to the interface. The peak concentration point moves
_QVOV\{)aS\/f- The shape of the diffusion front, and the decreasgvay from the interface, unlike the diffusion curves in the

or annealing of interface traps, and the increase in the tlasghe tip of the diffusion front continues to grow further irttee
the triangular front must be accompanied by a decrease indtgge.

height.

C. Effect of Stopping Stress

Fig. 7 shows the diffusion front after 2500s of recovery
" (Fig. 6(b)), superimposed on the diffusion front for the
5310 case where the device is stressed for 10000s, followed by
4 continued diffusion (without annealing) for the remaining
2500s, as explained in Section V-C. The area under the black
curve, denoted agliffusing front representsN;r(7), as
explained in (26), whereas the area under the shaded curve
1 (in blue) isN;r(t > 7), and is denoted as threxisting front.
0 In Fig. 7, the region under the triangular shape filled with
% distance (cm) (red) vertical lines, denoted dmckward front indicates the
number of interface traps annealed, given/\gy.. Assuming

Fig. 5. Evolution of diffusion front for 10000 seconds ofests followed by that all fronts are triangular, which is reasonably acaurat

diffusion of existing species: upper curve shows the frdteérar = 10000s, based on Fig. 7, we can write

while the lower curve plots the case where diffusion of éxgsspecies occurs o

after 10000s of stress, with a lowering of the peak concgatraand widening

of the tip of the diffusion frontc4(¢). “Number of interface trap&/; is equal to twice the area under thgy,
curve, from (13).

6
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where¢ is the curve-fitting parameter whose value must be
determined. Using the above relation in (27), we have:

Nir(r) = Np,(x=0,t,t>7)\/2D(t+ 1)
Nir(t) = Np,(z=0,tt>7)z*(t) Nir(t) = Ngy(x=0,t,t>7)\/2D(t+ 1)
Nip(t,t >7) = N, (z*(t),t)/2D(t + 1) Nip(t) = Npg,(xz=0,tt>7)\/2Dt
Nir(t,t >7) = Nip(r) — Nip(t) 27) Nir(t,t >7) = Npp(1) — Nip(t)
where z*(t) is the point at which the diffusion front during = Nir(r) - Nir(r)V2EDL
the recovery phase reaches its peak. Unlike the figures in [14 2D(t +7)

where the authors assume that the peak value occuxs:ab, &t

i.e., close to the Si-SiQinterface,z*(t) grows with time, i.e., = Nir(r) |1 - Virr

the peak point moves away from the interface, due to forward

diffusion of existing hydrogen species. which is the equation for recovery in [4]. Substituting treue
of Nrr(27) from (28) in (30), we have:

(30)

16

2X 10 ‘
<—diffusing front 0~47N1T (T) _ NIT (T) [1 B fT (31)
3|k backward front T+T
fz- ( from which, we obtairt = 0.58, which is the theoretical value
= of ¢ for double sided diffusion, as stated in [4]. However, for
_ simplicity, a fixed value of = 0.5 is used, which results in
1 existing front NIT(27') — 0.5N;p (7_)
: We now compare the values of the analytical model for re-
% ;*(t) 2 4 6 covery using (30) and the results from numerical simulatjon

distance x10°° for different values ot, with a fixed value of = 0.58. Table
| shows the values of ;=22 ie., the fractional recovery
numbers during the relaxation phase, computed using numeri
cal simulations, and using the analytical model from (3Qhwi
Fig. 8(a) shows the case for seconds of stress followed$ = 0-58, for different values of, wherer = 10000s. The last
by 7 seconds of recovery, where = 10000s (as this case
7 : TABLE |
is widely used to compare the performance of an analytical

. COMPARISON BETWEEN FRACTIONAL RECOVERY NUMBERS OBTAINED
model, as well as to demonstrate experimental results). The
THROUGH NUMERICAL SIMULATIONS AND ANALYTICAL MODEL

Fig. 7. Diffusion fronts during recovery.

shape of the fronts indicate that the number of interfagastra

. . . time (¢) | analytical | numerical | new value of¢
can be expres;ed asa difference in the area of the two t®ngl 5500 0659 0673 0534
between the diffusing front, and the backward front, as show 5000 0.560 0.575 0.542
in Fig. 7, and derived in (27). We now derive the analytical 10000 0.468 0.468 0.580
modeling in [4] using (27). 30000 0.340 0.309 0.637

N

0
x
=
S}

ZE column of Table | recomputesfrom (30) by substituting the
A S value of N;7(t 4+ 1) for each case. The results show tigat
gos = is not a constant, and increases withtHowever, fort < r,

04 1 the difference between numerical and analytical resulitsgus

02 ¢ =0.58 is not large. Thus, the discrepancy between numerical

053 o . simulation results and analytical modeling for the recgver

1 15 2 2 4
time(s) ©10° distance <107

phase, for large values of is clearly attributed to the use of
a fixed value of¢, based on curve fitting at one time stamp
t = 7. This discrepancy can be resolved by using a curve-
fitted expression fo€, as shown in Fig. 9. Two sample curve
fitted expressions and their accuracies are shown in Fig, 9(a
) ) ) ) ) ) while the corrected model is plotted in Fig. 9(b) along with
Numerical simulations plotted in Fig. 8(a), for this casg merical data, as well as the case where 0.58 is used.
show that: The results indicate that with a time varyirgg a good fit
Nir(27) = 0.47Ny7(7) (28)  petween numerical and analytical results can be obtaineth S
From Figs. 6(b) and 8(b), we can see tha(t) « v/, and a modified gnalyticallsolution frc_)m an R-D theory baseq on
can be written as: [4], WIFh a Flme v_arymgg does indeed converge well with
numerical simulation results. It must be noted that the eurv
fitted expression fo€ in Fig. 9 is one of many choices, and is

(a) Ny for stress-relaxation phaseg) Evolution of Ho diffusion front.

Fig. 8. Trap generation for AC stress case - 10000s of staksved by
10000s of recovery.

2% (t) = /€ x 2Dt

(29)
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merely shown to illustrate the usage of a time-varying mode & ! &
for £5. 08 Z 038
£ 3 k5 100003
T 0.6 %06
%) 9]
0.75 0.8 0.4 0.4
[ —e-exp-fit | 1000s
0.7 Q ——numerical 0.2
. § 0.6 —£=0.58 0.2
0% T 04 % 1 15 2 % 0.5 1 15
"o +gjxgp_-f#t s time (s) 30! ~ time (s)
0.55 ——humerical é 0.2 (a) Finite oxide thickness-basedb) Fractional recovery for different
E o model. values ofr.
0% 5 10 0 tin 0
time(s)  , q¢° ime(s) 10t Fig. 10. Validation of finite oxide thickness-based model.
(a) Curve-fit foré&. (b) Fractional recovery using time-

varying curve-fitteds.

Fig. 9. Curve-fitted expressions for time varyiggusing an exponential Fig. 10(b) shows the model for the caserof 10000s, and
relation € = 0.5843 (£)"**"") and a log relationg = .0557log (£) + = 1000s, with higher fractional recovery for the 1000s case,
0.5879). . . . X ) . .

since more H is contained in the oxide, and rapidly diffuses

back to the interface. Unlike the infinite oxide thicknesseza

Simulation results also show that the valueafepends on which would have incorrectly predicted a fractional reagve

7, as well, particularly for smaller values of Hence, any of ~ 50% for both+ = 10000s, andr = 1000s, higher
comparison of recovery models with the R-D theory baséghctional recovery is seen with lower values7of The shape
analytical model expression of [4] must be done using ths the diffusion profile at the end of the first stress and recpv

appropriate value of. phases for the case of= 10000s, and),,. = 4 D,, are shown
in Fig. 11. Fig. 11(a) shows the diffusion dfy, at the end
E. Finite Oxide Thickness of the stress phase, with the rectangular shaped front in the

In this section, we propose to account for further discre@xide, followed by a triangular front in poly. The diffusion

ancies between the findings from a numerical or an analytig¥efile for recovery in Fig. 11(b) indicates that the fraotiof
model and experimental data, such as: the hydrogen molecules contained in the oxide quickly diéf

1) Experimental results for a single stress phase follow@dckwards during recovery.
by a single recovery phase show more than 80% recoV__Thu_s, itis cI(_ear t_hat a two-region ba§ed model fo_r recovery
ery in [20] for ~ = 1000s, around 60% recovery in [35]Wlth differing diffusion constants for oxide and poly is ese
for 7 = 10000s, and 50% recovery in [4] for= 1000s, S&Y to model the recovery phase of NBTI action. Accordingly
for devices with an oxide thickness of 1.2nm-1.3nm. W€ also use two curve fitting constangs and &, for the

2) Larger fractional recovery for the same valuerdr a backward diffusing fronts in oxide and poly, respectively,
higher oxide thickness is seen in [35]. and determine the values of these constants to match the

experimental results. The development of the analyticadeho

3) Rapid decrease i, at the beginning of the recovery . > )
for recovery is detailed in the next section.

phase [20], implying dogt behavior for recovery, where

equal recovery is observed in every decade [17]919] o .
Accordingly, a finite oxide thickness-based two-step model ? 2
is contended since the diffusion constant of hydrogen id@xi g 15
is larger than that in polysilicon{,, > D,). Although the 254 Zﬂ? L

exact values ofD,, and D, are still widely debated [35],
their relative ratio influences the shape of tNer curve. We
perform numerical simulations, using our setup, as desdrib % 4. 3 % > s
in Section V-A for a case wherd,, = 1.3nm. Additional distance 10 distance 9
boundary conditions at the oxide-poly interface are added t(a) Diffusion front for stress phasgb) Diffusion front at the end of the
the numerical simulation setup used for the infinitely thick recovery phase.
oxide case, in Section V-AD,, is assumed to be 0.25,,. Fig. 11. Diffusion front considering finite oxide thickness
Fig. 10(a) which plots the simulation results shows thatehe
is approximately 60% recovery after seconds of recovery
for 7 = 10000s, as opposed to Fig. 8(a) which shows 50%
recover VI. M ODEL FORTHE FIRST RECOVERY PHASE
y.

. _ o During the recovery phase, the stress applied to the PMOS

Both the curve-fitted expressions in Fig. 9 do not guarante § (evyjce js released, as shown in Fig. 1. Some of the hydrogen
converges to 1, as — oo, and may require to be further modified for the . . . : .
case of a single stress phase followed by recovery of theceldfur infinite molecules recombine with Sispecies, to form Si-H bonds,
time, thereby resetting it to be equivalent to an originaltressed device. thereby annealing some of the existing traps. Since the rate

However, these expressions are merely shown to illustratdaitt thatg is a of diffusion of hydrogen molecules in the oxide is greater
function of ¢, and is not a constant.

81t must be noted that [40] has attributed this behavior to agdnrate way than that in poly, rapid anr?eal@ng of trf’:l_ps occurs in_the exid
of estimating the impact of NBTI by using UFM techniques. followed by a slow annealing in polysilicon. Accordinglyew
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have two stages of recovery in each relaxation phase, teat what the actual physical mechanism is, in nanometer scale

modeled separately: PMOS devices during actual circuit operation, the use of a
curve-fitted&; helps fit better the results of the model with
A. Recovery in Oxide experimental data, while still adhering to the basic guichs

The detailed derivation for the first recovery phase of NB'Hf the R-D theory.

action is shown in Appendix B. The final equation is of the
form: C. Complete Set of Equations for First Stress and Relaxation

Nip(7) (32) Phase

1+g(&,1) The equations for the first stress and relaxation phase can

wheret, is the time when the back-diffusion front has reachede summarized as follows:
the oxide-poly interface, and is of the order of less than a Nip(t,0<t<t) = ki (2Domt)%
second, while:

NIT(t+TO<t<t2)

Nip(tt1 <t<7) = ki {dom(l + () +
26D

owt 1
2dyy — /2D oal + /2D, (t + 7) (33) /2D, (t — tl)f(t)] ¢

(
(1)

g(&,t) =

W|th the value of &, which is a function oft, =, and P+ 0<t<ty) = Nrr

d.., chosen appropriately using curve fitting, based on the ’ =2 + g(&1,t)

discussion in Sections V-D and V-E. &t — 1)
N[T(t+7,t2<t§7') = N]T(T+t2) 1-— Qt-i-iTQ

B. Slow Recovery in Poly (35)

If recovery continues beyond tim&, the back-diffusion
front now enters poly, where its growth is slower, in compar-y/|;  $\MULATION RESULTS AND SANITY CHECK PLOTS

ison with that in the oxide=£ to the diffusion front during In thi i th its of del with
the first stress phase in Fig. 3). Hence, during this phase, tn n this section, we comparé e resulls of our modet wi
ﬁ e requirements outlined in Section Il

rate of annealing of interface traps reduces. However, I3y t
time, since the oxide is almost completely annealed, only a

slow recovery in poly occurs. The diffusion front in poly isA- DC Stress

triangular, and its peak moves further away from the oxide- The plot for a DC stress case, for a PMOS transistor with
poly interface as being proportional tgé,t where¢&, is the d,, = 1.2nm is obtained using (24), and is shown in Fig. 12.
curve fitting parameter. The mechanism is similar to regpoveThe plot consists of three significant phases:

for the case of an infinitely thick oxide. Hence, the model

derived in Section V-D for the infinite oxide case, can be used 10?
here. Thus, we have:

&t —t2)
t47

-

N[T(t+7,t>t2)=N[T(T+t2) 1-— (4)

ScaledN;r
5

for time 7 + t5 to 27, where&, is the curve fitting factor. It

must be noted that due to the difference in the coefficients of

oxide and poly, and the slow progression of the back-diffusi

front in poly, the value of¢ is less than 0.58, and is of the o

order of around 0.125 fot < t,’. Thus, the two-step model 107 107 207 10,49 100 100 10°

for annealing consists of a quick annealing stage where the

number of interface traps decreases rapidly in the first féE 12. Plot of DC stress fafo, = 1.2nm. The curve plots the normalized
erface trap values fok; = 1.

milliseconds to about a second, followed by a slow decrease

over the remaining time period.

The model proposed can thus also account for rapid re-1) The initial phase of < 0.1s, during which the reaction
covery during the beginning of the relaxation stage, due to  phase is dominant. It must be noted that this phase has
mechanisms not attributed to a reaction-diffusion process been not been explicitly modeled in (35), and (21) is
using the curve fitted value df;. The authors in [40] argue used fort > 0, as has been explained in the end of
that the rapid decrease Iy, at the beginning of the recovery Section IV-A, using Fig. 2.
phase, that does not correspond to a simultaneous decrease 2) The transient phase of 0.%st < 10s, during which the
N7, is an incorrect manifestation of the UFV technique used  process is dominated by diffusion in the oxide.
to measure recovery in PMOS devices. While it is not clear 3) The final phase, for large values tf over which the

. mechanism is dominated by diffusion in poly.
A time varying&2, as deemed necessary in Section V-D is used to modgl
the impact of a single stress phase, followed by long periddeavery, in ﬁ follows from the shape of the log-log plot in Fig. 12, that

the plots (Fig. 17) shown later on, in Section VII-D. ast increases, the number of interface traps asymptotically

=
(=}
©
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approaches & relationship, which satisfies the first guidelinaiffusion predicts as behavior. However, for the purposes of
outlined at the end of Section Il. It must be noted that in tharcuit delay degradation estimation and optimization, ave
analytical model for DC stress, and hence the plots in Fig. dore concerned about long term effects of aging after a few
we ignore the reaction and the quasi equilibrium phases y#ars of circuit operation under various conditions, rathan
interface trap generation, for reasons already explaimed dctual cycle accurate values. In this context, the accucdicy
Section 11I-B. the plot toward the end of the stress phase, and the asymptoti
fit is more important, since this governs the shape of the next

. . hase, h h )
B. AC Stress (Single Stress phase followed by a single relg?(t_:overy phase, and the subsequent stress phases

ation phase)

10°

-
*

The plot in Fig. 13 shows the simulation results for the§
number of interface traps generated for a single stressepha:é
followed by a relaxation phase, each of duratios 10000s, & /arger slope
using (35), for a PMOS device whose oxide thickness X is . 2
1.2nm. These match the values used in the experimental sei
from [35]. The values of; and¢, are chosen based on curve ! ). s
fitting, with £&; >> &. The results of our simulation are shown time (s) time (s)
in Fig. 13. The curve shows a good fit with experimental @) ()
data from [35], [44]. The accurate fit with experimental dataig. 14. Plot of first stress and recovery phases for 10000s, and

doz = 1.2nm, with experimental data from [35], [44], shown<non a log
scale: (a) shows the plot for both the phases, while (b) shbe/plot for the
recovery phase only, as a function of the time of recovery ).

d
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C. Effect of thicker oxides

Experimental results have shown that as the oxide thickness
increases, greater amount of recovery is expected. Weyverif
this by simulating the case af,, = 2.2nm, andr = 10000s.
While thed,, = 1.2nm case showed60% recovery after
o 05 1 15 2 seconds of relaxation, we expect a higher fractional regove

time (s) x10° for this case, since mor®&/y, is contained in the oxide, and
hence diffuses back faster. The results are shown in Fig. 15,
zig. _l:;.z Plot of first stress and recovery phases for 10000s, and and expectedly there is 80% recovery afterseconds of
oz = 1.2nm, with experimental data from [35], [44], showrkinon a linear . . .
scale. relaxation. The results match well with experimental davanf
[35], thereby satisfying the third requirement in Sectibn |

ScaledN;r

o

particularly during the recovery phase, satisfies the s#con
requirement outlined in Section II. 1

Recent publications [18], [19] have motivated the plotting
of stress and relaxation data, on a semi-log scale, to campar
the accuracy of the fit, over the broad spectrum of time
constants. The fit with experimental data from [35] on a semi-
log scale is shown in Fig. 14. Fig. 14(a) shows the plot for ]
the first stress and recovery phases, while Fig. 14(b), for
the recovery phase only. The fit for our model is not very 0.2 Q"—‘—i,
accurate, during the beginning of the stress phase, as seen
from Fig. 14(a), and our model shows a higher exponent as 0 0.5 1 15 2
opposed to experimental data. Recently published works [29 time (s) x10*
[30], [41] have shown that this is nevertheless consistéthtay )

. . . . . Fig. 15. Plot of first stress and recovery phases fo= 10000s, and

H, diffusion based R-D model, and attribute this dlscrepangﬁ = 2.2nm, with experimental data from [35], [44], showncinon a linear
in short-term measurements to the assumption that H-teale.
H, conversion is extremely fast, which may not be realistic
[41]. A detailed analysis of the H#H, conversion has been
incorporated into an analytical model recently by [29], dmel )
fit of the model with the experimental data indeed verifieg th®- Effect of lower stress times on the amount of recovery
this is true. The shape of the plots from [41] are similar @tth Previous solutions to the R-D model ignored the effect
shown in Fig. 14, with measurement data showing an initiaf finite oxide thickness, and the difference in the diffusio
slope oft3, whereas the R-D model solution using only Hrates in polysilicon and the oxide. Hence, these resultaysw

o
©

ScaledN;r
o
o
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showed 50% recovery, when the ratio of recovery time to 2) The curve fitted value of; is largest for the case of
stress time was one, independent of the stress time. However 1000s of stress, and decreases with a reduction in the

experimental results [20] show that a higher fractiohg| value of 7.

recovery is observed for lower stress times. We verify this b 3) A single value of¢, suffices for ther = 1000s and
plotting the results for the case ¢f, = 1.2nm, with stress 7 = 100s cases of stress, followed by 100s of recovery,
times of 10000s and 1000s, respectively, in Fig. 16. (sincet =100s is< 7 for these two cases). However,

a curve fitted expression fap of the form&,, (£)* is
used for the cases of 10s and 1s of stress followed by
continuous recovery for 100s, since>> 7.

4) The value of¢; decreases with, as well. This can be
explained as follows. For the case of 1000s of stress,
the tip of the diffusion front is well into the polysilicon
region, implying that the base of the triangular diffusion

o
o)

T = 10000s

ScaledN;r
o
[}

04 front is large, and its height relatively narrower. Hence,
0.2 r=1000s | with 100s of recovery, the back diffusion front moves
deeper into the poly region with its narrower height - as
0 ‘ ‘ ‘ compared with the 100s case, implying a largerfor
0 0.5 1 15 2 a largerr.

time/r
Thus, our model satisfies the guidelines outlined in Sec-
Fig. 16. Plot of the first stress and recovery phasesfor 10000s, and tjon || (the last observation about frequency independéace
T = 1000s, showing the effect of reduced stress times. . .
deferred to Section VIII-C), and provides reasonably aatur
fits with experimental data. We now present the extension of
Further, we also use compare the results of our model withir single cycle model, to a multi-cycle operation, i.e., we
experimental data from [20], for the case of a single stresalculate the number of interface traps for @y stress or
phase followed by variable amounts of recovery, for diffiéere relaxation phase, assuming the input pattern in Fig. 1.
values ofr. Fig. 17 shows the case where a single stress phase
was followed by 100 seconds of recovery for four cases of
stress times: 1000s, 100s, 10s, and 1s, respectively, f@nanl VIIl. EXTENSION FORMULTI-CYCLE AND
oxide case. HIGH-FREQUENCY OPERATION

‘ The detailed derivation for the second stress and recovery
1000s phases are shown in Appendix C. The plot for the first two

o
10 M stress and relaxation phases is shown in Fig. 18.
¢ 1s
Ny
<
&
Z
- 8
N [+
®
0 20 40 60 80  100s
time (s)
Fig. 17. Experimental data from [20] compared with model rastit 0.2
demonstrate the effect of reducing 0
0 1 2 3 4
time (s) X 104

Fig. 17 indicates that our two-stage model for recovery
with two sets of curve fitted constangs and & provide a Fig. 18. Plot of the first two stress and recovery phases forl0000s, and
reasonably accurate fit with the experimental results. So = L.2nm.
key findings are:

1) The plots in [45] shows results where a 1000s of NBTI The figure shows the number of interface traps rapidly
stress on a PMOS device with an oxide thickness afcreasing during the beginning of the second stress phase,
1.3nm causes a threshold voltage shift of 30mV. Subdeecause of rapid dissociation of th# — H bonds, which
guent recovery causes an approximate 50% reductionisn consistent with the results in [4]. Recovery during the
the amount ofV;;, degradation. However, the results irsecond relaxation phase is expectedly less than that during
[20] show approximately 120mV increase W, with the first relaxation phase, since the peak concentrationas
1000s of stress, and a large amount of recovery as welécreased, due to further diffusion of hydrogen molecuits i
after 100s of relaxation. the poly region.
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A. Comparison with Experimental Results 10°

We also compare the results of our multicycle model with
some published experimental results. Fig. VIII-A shows the ZE
model results for the first stress phase, first recovery plasse 3
well as the second stress phase for a 1.3nm oxide thickness S 10"
case, and- = 1000s. Experimental results from [45] for this
case indicate a 50% recovery afterseconds of relaxation.
Fig. VIII-A shows that the fit is reasonably accurate.
0
10 ‘ ‘
10 10° 10°
[3 time (s)

<= 1 ‘

ﬁos ¢ Fig. 20. Plot showing interface trap generation for 10000s for AC and

o DC stress cases up to 10 years of operation, on a log-log.scale

ES 0.6

(]

o
0.4p
0o C. NBTI Model for High Frequency Operation
For high frequency operation, the above multicycle model
0 500 1000 1500 2000 2500 3000 cannot be used, due to the underlying assumptions about the
time(s) shape of the diffusion front, and the various approximation

Fig. 19. Comparison of experimental data and model resultsuiosesjuent made during the course of the derivations. However, for a

stress and relaxation phases. 1GHz frequency operation, it is computationally infeasitn
compute the interface trap concentration on a cycle aceurat
basis for 10 years of operation, amountingtol0'” cycles,

B. Final Simplified Model and Range of Operation either using analytical models or through simulations. ¢éen

For a multi-cycle periodic operation, where an AC stress Y¢& seek transformations of high frequency waveforms into

applied on the PMOS device, with stress time being the sa@remely low frequency waveforms (say, of the order<of

as relaxation time, both being equaltpas shown in Fig. 1, 1Hz), thereby obtaining tractable and fairly accurate gsym

we obtain the following expressions for tiie + 1) cycle, totic estimates with a large speed-up. In this regard, wéoesp

consisting of stress from tinignr to (2n.+1)7, and relaxation & key property of the dynamics of interface trap generation,

from time (2n + 1)7 to 2(n + 1)7, respectively: namely, frequency independence.
Stress Phase: Experimental results have shown that the number of in-
) terface traps, measured after a large duration of time is
. B NIT(Qm-) s approximately the same irrespective of the actual frequenc
NMr@nr+60<t<h) = k”[ kit +2D°”t} of the input AC waveform being applied [3], [4], [10],

[14], [16], implying identical asymptotiéV; estimates. This
property is known adrequency independence Although
several differing experimental results have been observed
V2D» <f—t1)} (36) recent experiments have shown that this holds good over
the 1Hz-1GHz bandwidth [38], which seconds the analytical
findings in [16]. However, as we move closer to DC, some

N 2
Nir@nr+ttn <t<7) = kir N ’T( ’”) ® b (2don)? +

Relaxation Phase:

Nrr((2n 4 1)r 46,0 < £ < t2) Nir((2n + 1)7) form of frequency dependence is expected. We verify this
- ’ = T+ ha(é1,t) phenomenon by plotting the number of interface traps up to

Nir(@n+ D7ttt <t<7) = Nir(@n+D7+62)[1-ha(&.0)] 10Ps for five differentr values differing by an order each,
JETXID ranging from 1s to 10000s. The values are cqmpayed with the
wherehi (€1,8) = | oo Dot + V2D, @it D7) DC case as well, a_nd_the plqts are shown in Fig. 21. The

results show that with increasing the N;r curves tend to

_ §a(t — ta) _
ha(€2:) = Tent s @7 become closer. Hence, for = 1s, some form of frequency

independence can be assumed to hold good asymptotically.
Thus, on the basis of experimental data from [38], and the
trend seen in Fig. 21, we conclude that the interface traptcou

10 years of operation are shown in Fig. 20. The results sho
termined forr = 1s, asymptotically equals the number for
that the number of traps produced by AC stress is about

a_case where = 1ns, overtje, Wheretjte is the lifetime of

times that produced by a DC stress. The shape of the cur\t/he circuit, and is assumed to be 10 years of operation:
also indicates that the asymptotic slopes of the two str@sssc

are the same. This is suggestive of the fact that AC stress can Nip(t = tie, 7 = 1) ~ Nyp(t = tife, 7 = 1N9 (38)
be modeled as a linear function of DC stress, for long term
estimates, as explained in Section IX. Thus, we can use our multi-cycle model derived in the previou

The above model is valid for > ¢; and 7 > t», i.e., for
7 > 1s. Simulation results using this model fo= 10000s, for
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12 Although, the equivalent DC stress model may not provide
an exact upper bound, especially, over the first few streds an
10¢ relaxation phases, and may not show the exact transient re-
§ gl AC stress - decreasing sponse initially, the overall fit is fairly accurate for agytotic
§ NBTI estimates, over a period of time, as large as 10 years, as
& 6 seen from Fig. 22(b). Since reliability estimates do nounas
4 cycle accurate behavior of the number of interface traps, th
scaled DC model is simple and sufficient.
ol ] The above method in conjunction with frequency indepen-
dence can be used to estimate the number of interface traps
% 5 4 6 8 10 as follows:
time (s) % 10° 1) Convert the high frequency waveforms to equivalent 1Hz
waveforms, by using the SPAF method outlined in [14]
Fig. 21. Plot showing interface trap generation for différéme periods, or otherwise.
along with the DC stress case, to demonstrate frequency éndepce. 2) Calculate the number of interface traps up to 10 years

of operation, for the 1Hz square waveform, and the DC
waveform using the model.
subsection, withr = 1s, to estimate the impact of NBTl on 3) Compute the value af, and use the scaled DC model

gigascale circuits. as an approximate temporal estimate of the number of
interface traps, at various time stamps.
IX. A FERAMEWORK FORESTIMATING THE IMPACT OF 4) Repeat this method for waveforms of different duty cy-
NBTI ON CIRCUIT DELAY cles, and compute the value @fin each case, to obtain

a simple look-up table ofv versus signal probability
(such thatAV;, for each signal probability = some
times theAV,;, for DC stress), as described in [14], or
even a smooth curve fitting-based model, as desired.

5) Compute the number of interface traps and g
degradation at any desired time stamp, for any signal
probability, using this scaled DC model.

Since N;r is linearly proportional toVy,, experimental

_ Niruo(t =tie = NT) (39) results can be used to compute this ratio, and\fhe numbers

Nitpe (tt = tite) can accordingly be converted tg,; values. We present a

where N denotes the number of half cycles, each of durati&ene”? frzrpveworli n ouAW(I)rk, ?‘r;d hence, s;]mply Vk\)'OLKI.W'th
7, in 10 years of operation. Accordingly, AC stress can H%lormame 17 Values. plot ofVy, versus t € proba lity
a ; . that a PMOS device is stressed, computed using the method
pproximated as: : . - ! ”
outlined above, is shown in Fig. 23. The figure shows an initia
Niryo(t, 7 < 18) = aNirpo (1) (40) steep rise, sinc&/;7 andAV;, arec ts. A lookup table built
using this figure can then be used to determine the sengitivit

where Ny, () is the number of interface traps due 1Qy yate delays to temporal degradation caused by aging, and
AC stress, andVir,,(t), that due to DC stress, at time yharepy shifts in timing numbers can be estimated.
We verify this method graphically by plotting the actual AC

waveform and the scaled DC waveform, wherés the ratio 0.47
of the number of interface traps computed after 10 years of
operation, forr = 10000s, in Figs. 22(a) and (b). A good fit
in the linear plot (Fig. 22(a)) guarantees correct estig)dtw

the circuit lifetime, ranging over the 1 year-10 year period

In this section, we present a framework for using the
NBTI model to estimate the temporal delay degradation of
digital circuits over 10 years of operation. We use the mgttho
described in [46], where the authors claim that AC NBTI can
be represented as being asymptotically equal to serimes
DC NBTI, wherea represents the ratio between the number
of interface traps for the AC and DC stress cases:

[
o

[N
o

DC

' ) 0.2 0.4 0. 0.8 1
Scaled DC * Zaled DE Stress Proebability
AC

Fig. 23. PMOSV,,, after three years of aging, as a function of the probability
0 that the transistor is stressed.

10°

R 2 3 v 5 s q 0
time (S) % 10° 10f 10 ime (qs) 10

(a) Linear Scale (b) Log Scale

ScaledN;r
ScaledN;r

&)

X. CONCLUSION

NBTI (Negative Bias Temperature Instability) is a growing
threat to temporal circuit reliability and hence its actera

Fig. 22. Plot showing AC stress represented as an equivataied DC
stress. The two curves almost perfectly overlap.
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estimation is essential for suitably guard-banding ouighes
The dynamics of interface trap generation and annealing
depend on a large number of complex factors, which can

[15] R. Vattikonda, W. Wang, and Y. Cao, “Modeling and Miniraiion of

PMOS NBTI Effect for Robust Nanometer Design,” Rroceedings of
the ACM/IEEE Design Automation Conferenggp. 1047-1052, July
2006.

be analytically captured using the framework of Reactionte] S.Bhardwaj, W. Wang, R. Vattikonda, Y. Cao, and S. Viuidh“Predic-
Diffusion (R-D) model. Existing NBTI models fail to account
for all of these factors, particularly the effect of finiteide

thickness, and the role of the reaction phase during regovgt?

thereby leading to poor scalability, or an inaccurate fithwit

experimental data. We propose a new model for estimating
the number of interface traps and suitably account for thegg;

effects in our model. A framework for using this model in a
multi-cycle gigahertz operation is proposed, which candedu

to estimate the temporal delay degradation of digital discu [19;
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A, IECE Tiansacions on Conpuer Aced Deeig o e - in (45). Along the oidde-poly nerface, he ovigoing

IR ' ' flux from the oxide is equal to the incoming flux into poly.

Therefore, we have:

XI. APPENDIXA - FIRST STRESSPHASE: DIFFUSION IN dNy
2

dNg,
PoLy dﬁl\?,’jz = Dox =Dy—

de P dx
In this section, we provide the details of the derivation fagit » = d,,. Since, Ny, is a linear function ofr, we have, at
computing the interface traps during the first stress phase, the interface:

(49)

account of diffusion in polysilicon layer. O Ndos p
The rate of change in concentration of the hydrogen D ( Hy — “THy ) - D Ny (50)
molecules inside poly is given by: o dos Prg — dog
dNp, d®Ny, Substituting and simplifying, we have:
=D, for z > d,, (41)
dt dx? Nl N0 Doyr/2Dp(t — t1)
which is similar to the equation for oxide in (6). Assuming oo R D /2D, — 1) 4 Dydos
steady state diffusion, as in thfe case with the oxide (_10) in — N9 f(t) for brevity (51)
Section 1V, the above expression can also be approximated 2
as: It is easy to see that fot > t;, the value ofNI‘ff’;
>N, (t) almost becomes equal #6¢; . The diffusion front is shown in
DPT == 0 (42) 2

. . . . . . . 8The value ofN%e= and N? _ are determined by the rate of generation of
implying that the diffusion front in poly is also linear. The Ha Ha Y 9

diffusion front drilat | sh inside ti interface traps at the surface (increases\as%), and the rate of diffusion
iffusion front assumes a quadrilateral shape inside theeox of hydrogen molecules at the tip of the diffusion front (deses asv /1),

followed by a triangle in poly, with the tip of the diffusion causingNy, to be a slowly decreasing function of time.
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Fig. 3(f) for this case. The front almost becomes a rectangle 10
in the oxide followed by a right angled triangle in poly. Ugin
(51) in (45), we have: 10%
Nip(t i <t<rt) = [dowN%Z(l +F) + =
10°
Nip, /2D, (t = 1) f(1)] (52)
Lumping the terms in (52), we have: 10°

0 0.5 1 15
time (s) X 104
(53) Fig. 24. Hydrogen concentration at the oxide-substraterfate during the

wherezequiy represents the tip of an equivalent triangular frorf¥st stress ??r? recovery pk;]ases, showing the rapid decieadg; at the
. . InNing O e recover ase.
that has the same area. This step is performed such that ffpinning yp

expression resembles the form in (21). Thus, we have the final

expression:
N toward the interface; the latter anneals the interfacestrap
Nip(t,0 <t <t1) = kir(2Dost)" explained in Section V-D. During this condition, the diffois
Nip(t,ty <t <71) = kit |:dom(1 + (1) + of existing species continues ast + 7) o« /2D,(t + )

inside poly, while the peak of the diffusion front decreases
(54) from Ng,z to Nﬁ,;, as shown in Fig. 25(c), for som® < d,,..

1
3

2D, (t — t1) (1)

XIl. APPENDIXB - FIRST RELAXATION PHASE:
RECOVERY IN OXIDE oxide poly @

In this section, we describe the detailed derivation for the
oxide recovery phase of NBTI action, during the first relax-

ation phase. During this stage, rapid annealing of interfac N, h
traps occurs, andV;r(t) decreases significantly. It is vital to _ . )
model this phase explicitly, to consider the impact of rexgv R - Vi Niry
during the time lag between the end of stress and the first time ,’
of recovery measuremént / 22 (D) = (®)
Recovery in oxide consists of two sub-phases, namely, a, peak decreases K =(®)
reaction phase and a diffusion phase. During the reaction ', I
phase, we have from (3): ' N '\‘
~ A \
dNir _ —k, N7 NY (55) R I '

dt “ea

where k; is zero since there is no trap generation. The ' =:r(t) ©

hydrogen concentration decreases exponentially durimg th

beginning of the recovery phase, as shown in Fig_ 24. Ag. 25. Diffusion front for the first recovery phase: (a) wisothe cross
: ; : ; section of the PMOS transistor, (b) shows the front at timeée., at the end

de_crease in the concentration O_f interface raps Occu"ﬂgjuro_f the first stress phase, while (c) shows the front at timet, into the first

this process. However, the reaction phase lasts only a féw mécovery phase.

liseconds, as seen from the simulation results. As the lggiro

concentration remains almost constant, diffusion becaimes We may approximate the hydrogen concentration in the
dominant physical mechanism. During this diffusion phasgxide as being a triangle plus a quadrilateral: at time- ¢)
annealing of interface traps near the interface, followgd l?t goes from 0 atr — 0, to N2 (7 + 1) atz — A, for som’e
ba_ck-diffusion of exi;ting_ *_‘Vdfoge” mqlecular specie_sh'a t A < d,.. The hydrog;an méfécular concentrat,ion follows a
Ox'de. oceurs. For 5|mpl|q|ty N modelmg, we c.ombme th?i Pt angled triangle profile in poly, since there is no effec
reaction phase and the diffusion phase into a single stageoa annealing here yet, with the concentration beikigr ~
H . ’ 2

modeling as fOHOWS'. . . . J\éﬁ2 (T +t) at the oxide-poly interface, and decreasing to 0

We model the rapid annealing of interface traps inside ﬂégain atzy(r + t). During this phase, the rate of decrease

oxide, which occurs from time to 7-+t,, wheret, is the time - .
; . . of interface traps can be assumed to be low, and is hence
at which annealing proceeds into poly. Let us model the event

at the interface as a superposition of two effects: l,fon}\,/amapproxmated as 0. Using the same notation as [4], page 3,

e - . Y e . We have:
diffusion, away from the interface, and “reverse” diffusjo
dNyr
9For instance, undesired recovery during the time lag betweah of dt
stress and the first time of measurement which was not modeletpsy i i . 0 . .
incorrectly led researchers to believe that the dynamicsVpf- generation Since the residual number of interface traf@¥;, — N;r), is
followed ats dependence, instead of the acttal dependence [10]. significantly larger than zero, it must mean that the redidua

~ 0= — k(N0 — Njp) (NG — Njy)  (56)
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hydrogen concentration at the interfa¢&%, — N7;) must be This process continues until tinte, when the back-diffusion
near-zero. Denoting the number of annealed trap¥ g+ front has reached the oxide-poly interface.

t), we can express the net number of interface traps during

the relaxation phase as the original number of traps, minus

the number of annealed traps: XIll. A PPENDIXC - SECOND STRESS ANDRECOVERY
y PHASES
NIT(T-f—t) :NIT(T)—NIT(T+t) (57)
The number of interface traps annealed due to backwﬁd Secand Stress Phase
diffusion [4] can be expressed as: For the second stress phase, we use boundary conditions at
Nip(r +1) = Nﬁ,m (58) time 2r, to determine the tip of the effective diffusion front.

We solve forzeg(27) by assuming an equivalent front which
Intuitively, this can be considered to be equivalent toangie has diffused from time 0 t@r, and has the same interface
whose height is given bWﬁQ, and the backward diffusion trap concentration ad/;(27):
front beginning at timer is given from [4] as:

(1) = /26 Dont (59) Ny (27) = krraen(27)* (68)

& is a parameter that captures the effect of two-sided difhe integral forz,(¢) from (16) is now solved with the limits
fusion, and its original value is of the order of 0.58 [4]. modified, to obtain:
However, in order to account for the exponential decrease in

the interface trap concentration during the reaction pluse za(t) = \/xeﬁ(27)2 +2D,,t (69)

the first recovery phase, using a single analytical moglel,

is set to a large number, and its exact value is determing@tead of (17). This equation can be used in (21) to estimate

through curve fitting. the rapid increase in interface traps due to diffusion ieste
Based on the argument in Section IV, the total numb@&ide for the second stress phase as follows:

of interface traps is given by the area enclosed under the
guadrilateral plus the triangles in Fig. 25(c) as: Nip(t+27,0 <t <t1) = kip[2Dost + xeﬂ(QT)Q]é (70)

Nrr(t+7) =~ Nj, (Qdox —A+4/2Dy(t + T)) (60) This process continues until tintg, beyond which diffusion
] . ] occurs in poly. Diffusion inside poly can be computed using
where A, i.e., the location of the peak concentration Ofhe method outlined in the previous section, and the number

hydrogen molecules during recovery (follows the dynamics interface traps is approximated as:
of the diffusion front for stress phase, and hence from (17))

increases with time as:

A= \/ﬁ (61) Nir(t+27,t1 <t<7) = krIr [\/((1 + f(1)dox)? + e (27)2
- oxrY
1
The tip of the diffusion frontz4(t), computed from (53), is (62D, _tl)} ’ 1)
approximately at:
24(t) = dow + /2D, (t +7) (62) fortime 2r + ¢, to 37. For large values of, f(t) ~ 1. Hence,

we can approximate the above expression as:
Solving for N7 in (60), we have:

Nt — N]T(t+7') (63) N]T(t+2T,t1 < tST) = k‘]T[\/QdOzQ—F.CCeﬁ(QT)Q—F
B 9w — /2Dl + V2D, (t+7) D 1 -
A/ t—t
Since, the number of interface traps is given by the diffeeen a 1)} (72)

between the number of traps af and the number of traps
annealed, we have:

Nir(t+7) = Nir(r) = Nip(t +7) (64) Niz(t) = ki7[2Dost]® (73)
Substituting forN; (¢t + 7), and simplifying, we have:

As a sanity check, settinget(27) in (70), we obtain:

which is the equation for the interface trap generationd@si
Nir(t+7) = Nrr(7) — Nrr(t +7)g(&1,t)  (65) the oxide for the first stress phase, from (19). Similarlytisg
S = t, and thereforef(¢) = 0 in (71), we have:
where for brevity,g(&;,t) = V261 Dog }

2oy — /2D ot + /2D, (t + 1) Nip(ti 4+ 27) = kip[d®, + zes(27)%]0

6) 2,1
= 2Dyt 27)%)5 74
Simplifying, we have: krr[2Doat + wer(27)7] (74)

N[T(’T)
1+g(&,1)

which is the equation for interface trap generation instuk t

Nrr(t+7,0 <t <t2) = oxide during the stress phase, from (70).

(67)
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B. Second Recovery Phase

Recovery modeling for the second relaxation phase is simi-
lar to that in the first relaxation phase. We assume that lsy thi
time, the diffusion front has recovered to its original shab
almost a rectangle in the oxide, followed by a triangle inypol
(Fig. 3(f)). The above assumption has been verified through
numerical simulations to be valid for large values7of-1s.
Accordingly, the front for the second recovery phase is Isimi
to that in (62) and (53), and is given by:

24a(37) & dog + 1/2Dp(37) (75)

During the second recovery phase, the tip of the existingtfro
is away from the interface, and hence grows as:

zq(t +37) = doy + 1/2D,(37 + t) (76)

However, rapid annealing occurs near the interface, cgusin
a decrease in the number of interface traps. Accordingly, we
have the equation:

Nir(37)

Nip(t+31,0 <t <ty) = —— = 77

IT( T 2) 1+g(t) (77)

51 Vv 2Domt

2doy — V2Doyt + /2D, (t + 37)
for time 3r to 3r + t5, which is similar to the expression for
the first recovery phase, in the oxide, given by (67). Modglin
for the slow recovery phase is similar to that derived in the
previous section, and the final expression is given by:

1 &l —t2)
t+ 37

(79)

whereg/(t) = (78)

NIT(t+3T,t2 <t§7’) :N[T(3T+t2)

for time 3r 4 t; to 4r.
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