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Abstract— Dramatic risesin the power consumption and inte-
gration density of contemporary systems-on-chip(SoCs)have led
to the needfor careful attention to chip-level thermal integrity.
High temperatures or uneven temperature distributions may
result not only in reliability issues,but also timing failur es, due
to the temperature-dependentnature of chip time-to-failur e and
delay, respectvely. To resole theseissues,high quality, accurate
thermal modeling and analysis, and thermally-oriented place-
ment optimizations, are essential prior to tapeout. This paper
rst presentsan overview of thermal modeling and simulation
methods such as nite-differ ence time domain, nite element,
model reduction, random walk, and Green-function basedalgo-
rithms, that are appropriate for use in placement algorithms.
Next, 2D and 3D thermal-aware placement algorithms such as
matrix-synthesis,simulated annealing, partition-dri ven, and force
directed are presented.Finally, futur e trendsand challengesare
described.

. INTRODUCTION AND PRELIMINARIES
Technologyscalinghasbroughtaboutthe ability to operate

circuits with millions of transistorsat gigahertzfrequencies.

A side-efect of this is the large amountof power that is
dissipatedon-chip, which manifestsitself physically as heat,
leading to elevated temperaturesThesethermal effects can
have unfortunateresults on the operationof the chip, and
canresultin both catastrophicand parametricfailures.Large
temperaturggradientscan reducethe lifetime of a chip, and
in extreme cases,can causematerial stressesand crack the
chip. In addition,nonuniformtemperatureganinducetiming
variations, since both transistorperformanceand metal con-
ductiity aretemperature-dependemthich mayresultin logic
errors[1].

An example temperaturepro le for an industrial chip is
showvn in Fig. 1: anexaminationof thethermalcontoursshawvs
that the temperatureat the hot spotscan exceed100 C. With
the growing realization of the impact of thermal effects on
circuit performanceandreliability, thermalissueshave started
to affect on chip architecturesand methodsfor alleviating
thermal effects have becomeextremely important. For ex-
ample, mobile devices now typically have multiple power
modesto improve their enegy efciency without sacri cing
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Fig. 1. Thetemperaturepro le of anindustrial chip.
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Fig. 2. Heatdissipationpathsof a chip in a system.

performance[2]. On-chip powver mode controllers can also
force a chip to enterlow power modeif on-chiptemperature
sensorsletectanexcessvely hightemperaturéWhile theseare
importantstratgyies for thermal mitigation, more effort must
be investedat the designstageto alleviate thermalproblems.
An essentialprerequisiteto addressingthermal issuesis
the ability to model heat transfer paths of a chip with its
surrounding ervironment, and to analyze the thermal sys-
tem. Fig. 2 shavs a chip in a CBGA packagingand its
surrounding ervironment, including the heat sink and the
underlying printed circuit board.A simpli ed thermalmodel
of the packagingand surroundingervironmentis also shavn
in the gure. The heatgeneratedon chip can be dissipated
throughthe packagingo the heatsink, andthento theambient.
A small portion of the heatcanalsobe dissipatedhroughthe
packagingto the printed circuit board.
Transistomperformancendmetalconductvity arebothtem-



Fig. 3. Temperaturero les with (left) randomplacemenand(right) thermal
placement.

peraturedependentTherefore pon-chipthermalmodelingmust
achieve micrometerresolution.For on-chipthermalmodeling,
several approachegan be usedto modelthe heattransferin
the substrateFinite-differencetime domain[3], nite element
[4], model reduction[5], randomwalk [6], [7], and Green-
function [8] basedalgorithms are appropriatefor on-chip
thermalmodelingand analysis.

An excellent way to addresstemperatureissues during
designis to ensurethatcircuit blocksareplacedin suchaway
that they even out the thermalpro le: in otherwords, using
temperaturesmare placement[4], [9]-[11]. Simplistically, if
we spread high-paver cells acrossthe chip “evenly” the
temperaturepro le will be at and we can avoid hot-spot
relatedthermalissues.In reality, thermal placementis more
comple, anda uniform distribution of power sourcesloesnot
lead to a uniform temperatureijt is also essentiato consider
heat sink characteristiceand edge effects. Fig. 3 shows the
temperatureoro les of a testcircuit usingrandomplacement
andthermally-drvenplacementandillustratesgraphicallythat
hot spotscanbe signi cantly reducedby thermalplacement.

The remainderof this paperis organized as follows. In
Section Il, we briey review thermal modeling techniques
and methodsfor calculating steadystate temperaturepro le
for placementln Sectionlll, we review threemajor 2D and
3D thermalplacemenglgorithms.Finally, we point out future
researcldirectionsin SectionlV and concludethe paper

Il. OVERVIEW OF THERMAL MODELING FOR PLACEMENT
A. Fundamental®f Heat Transferand ThermalModeling

Before discussingthermal placementtechniquesijt is im-
portantto understandhe mechanism®f heattransfer There
are three meansfor heat transfer: conduction corvection
andradiation Conductionis heattransferthroughmolecular
interactionswithin a material without ary movementof the
material.Therateof conductiorheattransferthrougha barrier
is asfollows.

Q_

A (Thot Tcold) .
. g - 1)
Here, Q is the heattransferredin time t, is the thermal
conductvity of thebarrier A is thearea,T is thetemperature
and d is the thicknessof the barrier The mechanismfor
convectionis heattransferby massmotion of a uid or a gas.
The volume of a uid or a gas usually expandsor contracts
with a changeon the temperaturetherebycausingconvection

currentsand speedingup the heat transfer Convection can
alsobe generatedntentionally For example,microprocessors
usually need cooling fansto generateair ow through the
heat sinks to speedupheat dissipation. The phenomenorof
radiationcorrespondso heattransferby electromagnetigvave
emissionwhich carriesenegy away from the emitting object.

Conductionis the major heat transfer mechanismwithin
VLSI chips.As dielectric materialsare poor heatconductors,
conductionlargely occurswithin the substrateThe heatcon-
duction in the chip substrateis governed by the following
partial differential equationof heatconductionfrom the law
of enegy conseration [12]

Cp% =r [ (/Or T(r)]+ g(rt) @
subjectto the following thermalboundarycondition
=T EED (0 = £ 1) @)

where T is the time-dependentemperatureat ary +, is
the density of the material, ¢, is the specic heat, is the
thermal conductvity, g is the heat enegy generationrate,
n; is the heat-transfercoefcient on the boundarysurface of
the chip, fi(ry, ;t) is an arbitrary function on the boundary
surfaces;, and @@, is the differentiationalongthe outward
directionnormalto the boundarysurfaces;. Fig. 4 illustrates
conseration of enegy andthe heatconductionequation.

In general,thermal conductvity (+; T) is position- and
temperature-dependertiowever, thermal conductvity varia-
tions are usually not signi cant, and for practical purposes,
the substratecanbe treatedasa homogeneoumaterialwith a
constant . The heat-generatiomate g(r;t) arisesfrom the
power consumptionin cells and interconnects.The power
consumptionof cells is causedby dynamic,short-circuitand
leakage currents, and the power consumptionof intercon-
nectsis generatedby chaging and dischaging interconnect
capacitancesSince the chaging and dischaging currentsof
an interconnectneedto go throughits driving cell, whose
driving resistances usuallymuchlargerthanthe interconnect
resistancethe power consumptiortendto concentrateon the
cell. Therefore,cells are treatedas the only heatsourcesin
a chip. Although a small portion of the interconnectpower
consumptiordoesdissipateon the metalwire andincreasets
temperaturethis self-heatingeffect is usually more relatedto
the electromigratiorand lifetime of the wire thanthe temper
aturepro le of a chip. Sinceelectromigrationis dependenbn
bothcurrentdensityandtemperatureglectromigratioranalysis
mustbe performedafter placementandthis topic is therefore
beyond the scopeof this paper

Thetime constanbf on-chipheatconductionis muchlarger
than the clock periods used in current technologies.This
meansthat transientcurrentswith short time constantsdo
not have signi cant effects on the temperaturepro le once
it reachesa steady state, and average power consumption
can be usedto obtain the steady state temperaturepro le.
In effect, the thermal network actsas a low pass lter that
Ites out the effect of fast transients.However, signi cant
changessuchas changesn the power mode of a processor
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Fig. 4. Consenration of enegy andthe heatconductionequation.

(notethat the frequeng of occurrenceof theseis larger than
the time constantof the thermalnetwork), requirea transient
analysis, or as an approximation, steady state analysisin

multiple pover modesin thefollowing subsectionsye review

variousmethodsfor temperaturgro le analysis.

B. Finite DifferenceTime Domain Approac

The two-dimensional heat conduction equation can be
rewritten as

@xyit) . @T(xyt)
@ cp @@

_@T(xysh)
cCp @
¢ gy (@)
p

This is a secondorder parabolic partial differential equation
andcanberewritten asa differenceequatiorby spaceandtime
discretization.After discretization the temperaturer (x; y;t)
at eachdiscretepoint is replaceby T(i x;j y;n t). The
rst-order partial derivative of T with respectto x can be
approximatedy the forward-diferenceapproximation
a" _ Ty T +O( %) Thy T
@ ] X X

where the truncationerror is O( x). Similarly, the second-
order partial derivative of T with respectto x canbe approx-
imatedby the central-diferenceapproximation

(®)

@t " Thay 2T + T g +O(( X))
@2 ( x)?
g 2T + T gy o FTO ©6)
( x)? ( x)?
where 2T" = T, j 2T +T" 1; andthetruncationerror

isO(( x)?). By applyingtheexplicit updateon theright hand
side of (4), we have "
n+1 n 2Tn 2Tn
! = Lz + Y_2 i; (7)
t cp (X (y Cp

Notethatin (7), T"*! only dependson T" andcanbe solved
directly without matrix inversion. This explicit method has
second-orderaccurag in spaceand rst-order accurag in
time. Alternatively, implicit method,Crank-Nicholsormethod
and alternatingdirectionimplicit (ADI) methodcan be used

[3].
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The substrate cells and boundaryconditionsand their equivalent

C. RC EquivalentNetwork Approac
At steadystate,(2) canbe simpli ed as

rT+g(r)=0 (8)

which is in the sameform asthe Poissonequationdescribing
the relation betweenchage densityand electricalpotential:

9)

Therefore the substratecan be modeledas an RC equialent

circuit, a heat sourcecan be modeledas a current source,
boundaryconditionwith constantemperature&eanbe modeled
asa voltagesource andnodaltemperature&eanbe modeledas

thenodalvoltagein the RC equivalentcircuit. Fig. 5 shavs the

substratecells and boundaryconditionsand their equivalent

models.The adwantageof using RC equivalentmodelsis that

well-developedcircuit analysigechniquesarereadily available

for thermalanalysis.However, if we discretizethe substrate
uniformly, we needto use a ne grid to ensureenough
resolutionon ary part of the chip. This canresultin a large

equialentcircuit andlong simulationtime.

osf 2V+ () =0

D. Model Order ReductionAppoac

Wanget al. [5] usean adaptve approachto keepthe prob-
lem sizesmall. The basicideais to usea coarsegrid to form an
RC equvwalentcircuit and nd the roughtemperatureoro le.
The regions with high temperaturegradientsare discretized
further andthe systemis simulatedagain. After modelingthe
substrateand interconnectsthe equivalentthermalcircuit can
be expressedby the time-domainModi ed Nodal Analysis
(MNA) equation

Gx + Cx = Bu; (20)

where G and C representthe conductanceand capacitance
matrices,x is the vector of nodevoltages,u is the vector of
independenturrentsourcesB is the input adjaceng matrix
mappingthe sourcego the internal states.

To further speedughe simulation,a modelorderreduction
techniqueis usedto further reducethe model size. Model
orderreductiongeneratesn analyticmodelthatis a compact
representatiomf original circuits by matchingtheir moments
or poles. Thesemethodstypically operatein the frequeng



domain, and to outline the procedure,we begin with the
Laplacetransformatiorof (10):

GX + sCX = BU: (11)

Applying the Taylor seriesexpansionat zero frequeng on
both sidesof (11), we have

(G + sC)(mp + Mys+ Mys? + ::3)

= B(up+ UiS+ UpS? + ::3) (12)

where m; and u;, the coefcients of the i" term in the

Taylor series,are knovn as the ith momentof x and u,

respectiely. Moment matchingis a methodthat represents
the nite unknavn momentsof the left hand side of (12)

in terms of the knowvn momentsof the right hand side. In

the basic moment-matchingnethodbasedon AWE [13], as

well asin improved methodslike PRIMA [14], the sources
aresetto impulsesin orderto computethe transferfunction.

The impulse sourcesare constantin the frequeny domain

and contribute only to the initial vectorEquation(12) canbe

rewritten as

(G + sC)(mp + mys+ mys® + :::) = Bug: (13)

This resultsin an iterative relationshipbetweenthe moments:
Gmp = Bug (14)

Gm;+Cm; 1=0 (15)

However, thereare numericalstability problemsin this basic-
momentmatchingmethod especiallyfor higherordermoment
computations.To avoid the numerical errors, an orthogonal
basisV is determined.This is constructedfrom the Krylov

(whereA = G 'C andR = G !B), over the subspace
spannediy nite momentsof x(s). The orderreducedmodel

can be obtainedby projecting the original systemonto the

Krylov subspaceusing a congruenttransform,which results
in the systemof equations

Gx+ sCx = Bu (16)

whereG = VTGV, C = VTCV, andB = VTB. However,
the bottleneckin this methodis the numberof sourcesn the
input vector u, since the large size of B resultsin a high
dimensionKrylov subspaceThis problemis especiallyacute
while solvingthe equivalentthermalcircuit, which hasa large
numberof independenturrentsources.

Wang et al. usethe Improved ExtendedKrylov Subspace
(IEKS) method[15], inspiredby the EKS method[16], to re-
solve theissuecauseddy large numberof independenturrent
sourcesUnlike PRIMA, whoseruntime dependsstrongly on
the numberof ports, the runtime of EKS is independenbf
this parameterEKS modelsthe piece-wise-lineaPWL) in-
dependensourcesasa sumof delayedrampsin the frequeny
domain

1
u(s) = 2 riexp( is): an
i=1
This expressioncontains% and siz terms. While traditional

Krylov subspacenethodstypically begin momentmatching

from the Oth moment,EKS extendsthe Krylov subspacey
shifting the momentsin the frequeng spectrum.However,
momentshifting in EKS is tediousand errorprone, and an
improved momentcalculationmethod, IEKS, which ensures
the 15t and 2" ordermomentsarezerofor arbitrary nite
time PWL waveforms, without momentshifting, is adopted
for thermalanalysis.

For agiven nite-time PWL source the momentrepresenta-
tion of IEKS with the 15t and 2" ordermomentsarezero.
Let the given nite-time PWL sourceu(t) be representeds

X
ut) = fla+ it t)Eq v
i=0

[@i+1 + i(t ti+1)]Et 1. O

where ; = (a+1  a&)=(ti+1 t;) andE; , is the unit-step
function with a delay of t;. By taking the Laplacetransform
and Taylor expansionof (18), we have

Xoho % ! * !
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If & denotesthe coefcient of thes' term, then (19) canbe
simplied as

L(u(t)) = ftt 25 2+ & 1S 1+ tg + thS

+tS+ it ST+ i (20)

After the detailedcalculation,the rst two coefcients, o »
and o ; are zero. The processof generatingan orthogonal
basisV for the correspondingnomentsis similar to [16].

E. Finite ElementAnalysis

In nite elementanalysis(FEA), the designspaceis rst
discretizedor meshednto elementsDifferentelementshapes
can be usedsuch as tetrahedraand hexahedra.A four-node
tetrahedraklementis the simplestpossiblethreedimensional
elementput it doesnot simulateheatconductionin rectangular
structureswell. An rectangulamprism can simulateheatcon-
ductionin lateral directionswithout aberrationsn the prime
directions.

Fig. 6. An eight-noderectangulamprism elementfor FEA.

In FEA, the temperaturesire calculatedat discretepoints,
the nodesof the elements,and the temperatureelsavhere
within the elementsare interpolatedusing a weightedaverage
of thetemperaturest the nodes.In deriing the nite element



equationsthe differentialequationdescribingheatconduction
is approximatedwithin the elementsusing this interpolation.
For an 8-nodehexahedralelementshowvn in Fig. 6, a trilinear
interpolation function is used to describethe temperature
within eachelementbasedon the nodaltemperatures:

T(xy;z) = NTT (21)
whereN = [N;N, Ng]" andT = [T;T, Tg]", where
T; is the temperatureat the i" of eight vertices of the
rectangularprism, and N; is the shapefunction for the it
vertex. The shapefunctionsaredeterminedoy the coordinates
of elements center (X¢;Yc; Zc), the coordinatesat the nodes,
(Xi;¥i;zi), the width, w, height, h, and depth, d, of the
element.

As in circuit simulationusing the modi ed nodal formula-
tion (MNA) method[17], stampsare createdfor eachelement
andareaddedto the global systemof equationsin FEA, these
stampsare called elementstiffness matrices,k, and can be
derivedasfollows usingthevariationalmethodfor anarbitrary
elementtype [18]. The heatconductionstampfor the eight-
vertex rectangulaprismis dervedasan8 8 matrix, andthe
global stiffnessmatrix, K, is derived using theseas stamps,
obtaininga setof equations

KT=P (22)

whereT is thevectorof nodaltemperatureandP thevectorof
nodepowers.Similarly, stampgor corvective boundarycondi-
tions can be derived. Conductve boundaryconditionssimply
correspondo x ed temperaturessince theseparametersare
no longervariables,they canbe eliminatedand moved to the
right handside.

F. RandomWalk Methods

Randomwalk methodshave beenusedvery successfully
for the analysisof large RC networks, in the context of power
grids[6], [7]. Suchmethodscaneasilybe appliedto the large
resistve networksthatappeairin steady-stat¢hermalanalysis,
andthe RC networksin transientthermalanalysis.Sincethey
performvery well whenonenode,or a smallnumberof nodes,
must be solved for, a major bene t of thesemethodsis their
ability to performincrementalanalysisrapidly andef ciently.
Therefore they areexcellentcandidategor usein incremental
placementcapturingthe effectsof asmallchangehatrequires
temperaturechangesin only a small region of the chip. To
outlinethe method,we will considerthe solutionof aresistize
network for the voltages;the thermalanalog,of course;is that
the voltagesin the resistive network arethe temperaturesand
the currentsourcesare the power values.

For the DC analysisof a resistve network with constant
currentandvoltagesourceslet uslook atasinglenodex in the
circuit, asillustratedin Fig. 7. The applicationof Kirchoff's
CurrentLaw, Kirchoff's VoltageLaw andthe device equations
for the conductancesyields the following equation:

de%ee(x)

a(Vi W)= Iy (23)

i=1

Fig. 7. A representate nodein the resistie network.

wherethenodesadjacento x arelabeledl;2; ; degreek),
Vy is thevoltageat nodex, V, is thevoltageat nodei, g; is the
conductancédetweemodei andnodex, andl 4 is the current
load connectedo nodex. Equation(23) canbe reformulated
asfollows:
de%ee(x)

Vx - Oi |x

P degree(x) i P degree(x) :
i=1 =1 9 j=1 i
This implies that the voltageat any nodeis a linear function
of the voltagesat its neighbors We also obsene thatthe sum
of the linear coefcients associatedvith the V;'s is 1. For a
resistve network with N nodesat non- xed voltage values
we have N linear equationssimilar to the one above, one
for eachnode. Solving this set of equations,along with the
condition that the voltage at a x ed node h is the constant
valueV,,, providesthe exact solution.In thermalanalysis the
x ednodecouldcorrespondo theambientwhichis ata x ed
temperature.

(24)
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Fig. 8. An instanceof a randomwalk “game’

Now let us look at a randomwalk “game; given a nite
undirectedconnectedyraph(for example,Fig. 8) representing
a streetmap. A walker starts from one of the nodes,and
goesto an adjacentnodei every day with probability py;
fori=1;2; ;degredx), wherex is the currentnode,and
degreek) is the numberof edgesconnectedo nodex. These
probabilitiessatisfy the following relationship:

de%ee(x)
Pei =1 (25)
i=1
The walker pays an amount my to a motel for lodging
everyday until he/shereachesone of the homes,which area

subsef the nodes.If the walker reachegshe homeh, he/she



will stay there and be awardeda certainamountof money,
Mon; Notethat this value can be differentat differenthomes.
We will considerthe problem of calculating the expected
amountof moneg that the walker hasaccumulatedat the end
of thewalk, asa functionof the startingnode, assuminghe/she
startswith nothing.The gain functionfor thewalk is therefore
de ned as

f (x) = E[total mongy earnedjwalk startsat nodex] (26)

It is obvious that

f (one of the home3g = mgp, 27)

For a non-homenodex, assumingthat the nodesadjacentto
x arelabeledl;2; ;degredx), thef variablessatisfy

de%ee(x)
f(x)= Pxi f (1)

i=1

My (28)

For arandom-valk problemwith N non-homenodesthereare
N linear equationssimilar to the one abore, and the solution
to this setof equationswill give the exact valuesof f at all
nodes.

It is easyto draw a parallel betweenthis problemand that
of resistize network analysis.Equation(28) becomesdentical
to (24), andequation(27) reducedo the conditionof constant
voltagesources.

I
Pei = %
j=1 i

i=12 ; degredx)

Ix
= P—
My degree(x)
=1 ]

Mon = Vh; f(X) = Vx (29)

In other words, for ary resistve network problem, we
can constructa randomwalk problemthat is mathematically
equialent,i.e., characterizedy the samesetof equationsit
canbe proven that suchan equationsethasand only hasone
unique solution [19]. Therefore,if we nd an approximated
solution for the random walk, it is also an approximated
solutionfor the resistize network.

A naturalway to approachthe randomwalk problemis to
performa certainnumberof experimentsand usethe average
mongy left in thoseexperimentsasthe approximatedsolution.
If this amountis averagedover a sufciently large numberof
walks by playing the “game” a sufciently large numberof
times,thenby thelaw of largenumbersanacceptabhaccurate
solutioncanbe obtained andthe error canbe estimatedusing
the CentralLimit Theorem[20].

A desirablefeature of the proposedalgorithm is that it
localizesthe computation,i.e., it can calculatea single node
voltagewithout having to solve thewholecircuit. As compared
to a conventional approachthat must solve the full set of
matrix equationsto nd the voltage at ary one node, the
computationabhdwantageof this methodcould be tremendous.
Numerousefciency enhancingtechniquesare available for
this approachandare describedn further detail in [6], [7].

G. GreenFunction BasedMethods

An alternatve to the FEM and FDM methods, which
meshup the entire substratejs a boundaryelementmethod
usingGreenfunctions.This methodis particularlyappropriate
for coarselevel modeling where the total number of heat
sourcesis small, for example, at oorplanning level. The
partial differential equationto be solved for thermalanalysis
is linearwhenthe materialpropertiesareregion-wiseuniform,
and therefore, conceptually the problem can be solved by
superposition,consideringone source at a time. A Green
function enablessuch a computation:it is the responsein
a eld region to a power sourcein a sourceregion; in the
presencef multiple power sourcessuperpositiorcanbe used
to sum up the responsest a eld point dueto eachof the

sources.
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Fig. 9. Schematioof a VLSI chip with packaging.

Fig. 9 shavs a schematiof a VLSI chip with theassociated
packaging.The shadedareason the top surface of the chip
representhefunctionalblocks.Let G(r;r9, withr = (x;y;z)
andr®= (x%y%z9, be the distribution of temperatureabose
T, in the multilayeredchip structurewhena unit point power
sourceof 1W is placedat positionr® ThenG(r;r9 satis es
the equation

r 2G(r;r% = NG (30)
Kigr)
andthe boundaryconditions
@s(r;r9 @s(r;r9
7 = — = O 31
@ x=0 ;a @ y=0 ;b ( )
@a(r;ry  _
@ Y =0 (32)
K %ﬂ LT hG(r;r%s- 33)
G(rir%z= g+ = G(rir%z= o (34)
@s(r;r9 _ ., @(r;r9
Ki @ . Ki+1 @ L., (35)
where (r;r9 = (x x9 (y y9 (z 29 is the three-

dimensionalDirac delta function, and G(r;r9 is the Green
function. The temperature eld under an arbitrary power
densitydistribution can be obtainedeasily as
z a z b z 0

dx®  dy° dz’%G(r;r%qg(r% (36)

0 0 d

T(r)=Ta+

For thermalproblemsencounteredn chip design,both the
source regions, where powers are generated,and the eld
regions, whosetemperaturesre to be computed,are located



on discreteplanes.Thus, in the following analysis,we will

focuson a single sourceplaneanda single eld plane,i.e.,a
particularz and z®. For theseplanes,it canbe shavn [8] that
the Greenfunctionis given by

GoUx yix%y%) . G(rir?) ,,0=

xR m x ny m x° n y°
Cmn coOs cos e cos cos
m=0 n=0

(37)

wherethe coefcient Cp,, only dependson z and z°.

The abore expressionis complicated,both visually and
computationallyandit involvesa doublesummationto in n-
ity. Fortunately severalmethodsareavailablefor managinghe
computation.The work in [8], basedon the substrateanalysis
methodsn [21], usesthe discretecosinetransform(DCT) and
table lookupsto acceleratehe Greenfunction basedthermal
analysis;for the analysisof a single layer, the computational
compl«ity is O(Ng), where Ng is the numberof regions.
An improved methodin [22] reducesthe compleity from
quadraticto O(NglogNg). The essentiaideais to recognize
thatthe bottleneckcorresponds$o a corvolution operationand
this canbe performedef ciently in the frequeny domain:the
primary costhereis in the transformfrom the spacedomain
to the frequeny domain.

H. Summary

Eachthermalmodelingmethodhasits speci ¢ adwantages.
Generally speaking,the FDTD method is ideal for time
domain dynamic simulation and is capableof capturetime-
of- ight effect, and model order reduction works well for
simulationover long time periodsfor a stiff system sincethe
cost of eachtime stepis greatly reduced.The randomwalk
method can handle both transientand steady-stateanalysis,
but its optimal runtime tradeofs may be achiezed with some
accuray limitations, so that it is ideal for coarseanalysisor
for incrementalanalysis.

Both nite differenceand nite elementmethodsdiscretize
thespaceandcaneasilyaccounfor nonuniformitiesn thermal
conductvities. As comparedto nite differences,the nite
elementmethodcaneffectively reducethe numberof elements
for the sameaccurag. In contrast,the basic Greenfunction
methodattemptdo nd aclosedform solutionandis restricted
to much simpler assumptionson the uniformities of the
thermal conductvities throughoutthe space,thougha small
numberof discretediscontinuitiesare easyto handlewithin
its framework. Generallyspeakingthis methodis preferredin
casesvhereanapproximatesolutionis adequatéfor example,
in coarseplacementpr in oorplanning), while the othertwo
methodswork well when greateraccuray is desired.

I1l. OVERVIEW OF THERMAL PLACEMENT ALGORITHMS

At the placementstage,as far as the thermal constraints
are concerned,the general goals are to achieve globally
uniform thermaldistributions. One problemformulationis to
minimizethe maximalon-chiptemperaturgradientandobtain
an even temperaturedistribution, but different methodsmay
use different speci ¢ objectives that are correlatedwith this

goal. The degree of freedomthat is available this purpose
during placementis the control over the 2-dimensionlinear
ordering of the heat sources,namely the standardcells. In

orderto minimize the maximal on-chip temperaturegradient,
the following problemmay be formulated:

Find a permutation of P;

minimum.

At the placementstage,steady-statdasedanalysescan be
usedto determinethe locationsof cells within the layout, by
solving a setof equationsof the type

2 32 3 2 3
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ie,GT = P

whereG is thethermalconductancenatrix, T is the vectorof
temperaturesand P is the vector of power dissipations.For
the nite differencemethod,G refersto the matrix associated
with the thermal conductanceswhile for the nite element
method,this correspondso the stiffnessmatrix. The value of
eachP; is not constantbut may changedependingon which
cell is locatedin a particulargrid of the layout. Additionally,
the power consumptionof a cell varieswith the interconnect
capacitancehat it drives, i.e., the length of the netsthat it
drives. During placementthesevaluesare liable to change.
The total power is actually dissipatedby both the switching
transistorandtheinterconnectingvires. Exceptfor long global
wires, the driver resistances typically much larger than the
metalresistanceandthereforemostof the power is dissipated
in thecells,andit is reasonabléo ignorethe partconsumedy
the metalwires. Eventhoughself-heatingof wires playsavery
importantrole in the electromigrationlifetime of the metal
wires [23], during the placementstage,it may be ignored. It
is potentially possibleto take this into accountduring a later
stageof placementsingthe congestiorinformation.

In addition to thermal considerationspther critical objec-
tives in placementare the corventional goals of minimizing
the total wire length and meeting the timing constraints.
Traditionalnon-thermaplacementnethodghatconsidertthese
criteria can be divided into several classes:

Randomized methods Simulatedannealing[24] is the
mostwell-known exampleof this classof methodsEven
throughit is truethatthis methodcanreacharbitraryclose
to the global minimum if the cooling scheduleis slow
enough,it may requirelong run times for large circuits.
Analytical approaches This class includes methods
such as force-driven placementand quadraticprogram-
ming [25]—[28]. This methodis usedin mary commercial
placementools. Combinedwith aniterative linearsolwer,
this approachis fastand generategood results[29].
Partition-based methods The Kernighan-Lin method
and its Fiduccia-Matthgses implementationare well
knovn min-cut methodsthat are utilized in partition-
driven placement.Traditionally, partition methodsare



0|13]|7 8|18
8|7|0 3,03
4182 3/0|4
3113 7T12|7

Fig. 10. lllustration of power consumptiondistribution and hot spot.

known to have afew problemsfor example thatthewire-

length is optimized indirectly through the optimization
of the min-cut, andthatthe locally greedyapproachmay

sometimedosethe globalview. However, recentprogress
in multilevel hypergraph partition and partition-based
placementhas producedvery impressie results [30]-

[33].

A. Matrix Synthesis

In [9], the thermal placementproblem is modeledas a
matrix synthesisproblem. This approachassumesa speci c
thermal conductvity matrix and the temperatureat a cer
tain point on chip is determinedby power dissipationsof
neighboringnodeswithin a certaindistance.The examplein
Figure 10 shavs a portion of a chip, and two examplesof
the distribution of the power dissipationin the subregions of
the chip. Assumingthatthe maximumtemperatureof a node
is determinedby the total pawer consumptiorwithin a2 2
region, the darkenednumbersin the gure shov the2 2
region that correspondgo the hot spot in each case.The
placementproblemhere corresponddo arrangingthe blocks
to minimize that the maximumtotal power within ary 2 2
window.

Generalizingthisto at t window, the thermalplacement
problemis simpli ed to the following matrix synthesisprob-
lem (MSP):

Given integerst; m; n and a list of mn nonnega-
tive real numbers, Xg; X1; 1, synthesize
an m 1 such
that the sum of the power numbersin anyt t
sub-matrix is minimized.

Chu et al. [9] shav that MSP is equivalent to the 3-
PARTITION problem which is NP-complete.A simple ap-
proximationalgorithm for MSP works as follows. Assuming
1 aresortedin descendingrder
a matrix is synthesizedy lling in power numbersin order
As shown in Fig. 11, the cells with largest power numbers

» Xmn

thesecells from clusteringtogetherand creatinghot spots.It
is shawvn thatif xg = Xg, thenthe sumof ary 2 2 sub-
matrix in Fig. 11 is within max(1:5;2 ) timesthe optimal
solution. The approximationratio is valid for differentvalues
of m, n andt. Although the worst-caseapproximationratio
of this algorithmis 2, the approximationratio is usually close
to 1 in practice.

Whenthe above algorithmis usedwith a large t, the nal
placementoesnot have muchguarante@n the approximation
factorfor t°< t. A recursve approximatioralgorithmprovides
a solutionto this problem.

Xo | X17] X1 | X16| X2 | X15
X26| X35/ Xo5| X34 X24| X33
X3 | X14| Xa | X13| X5 | X12
X23| X32| X22| X31| X21| X30
X6 | X11| X7 | X10| X8 | Xo
X20| X29| X19| X2g| X18| X27
Fig. 11. An approximationalgorithmfor MSP
LO Ll LO Ll LO L1 LO I‘1
LZ L3 LZ L3 I‘2 L3 I‘2 L3
I‘O Ll LO Ll LO L1 LO I‘1
LZ L3 L2 L3 I‘2 L3 L2 L3
I‘O Ll LO Ll LO Ll LO Ll
LZ L3 L2 L3 L2 L3 L2 L3
I‘O Ll I‘O Ll LO Ll LO Ll
LZ L3 L2 L3 L2 L3 L2 L3
a)
LOLo LlLo LoLl LlLl LOLo LlLo L0L1 LiLl
LzLo LaLo L2L1 L3L1 LzLo L3L0 L2L1 L3L1
LOLz Lle LOL3 L1L3 LoLz L 2 LDLs LlLs
LLz Lng LL3 L3L3 LL2 L3L2 LL3 L3L3
LDLO LlLO LOLl LlLl LDLO L, 0 LDLl LlLl
LZLO LELO L, 1 LaLl LZLO L, 0 Lle L3L1
LDLZ LlLZ LDLS L1L3 LDL2 L1L2 LDL3 L1L3
LZLZ L3L2 L, 3 L3L3 L2L2 Ly 2 L2L3 L3L3

(b)

Fig. 12. lllustration of the recursve approximationalgorithm.(a) The labels
for the rst level of recursion.(b) The labelsfor the secondlevel recursion.

ALGORITHM A3

1. Divide the input numbersinto 4 groupsGog, G1, G2
and Gz andlabel the matrix by Lo, L1, L, andL3
with t = 2.

2. Recursiely placethe numbersin Gg into the sub-
matrix formed by entriesmarked with Lo until the
size of eachgroupis rt‘—f In that case,we do
the placementarbitrarily insteadof doing it recur
sively.

3. Apply the sameprocedureto G1, G, and Gs.

Theillustration of the recursve approximationalgorithmis
shavn in Fig. 12.

B. SimulatedAnnealing

In [10], a compactsubstratehermalmodelwas developed,
and two algorithms for standardcell and macro cell style
design were presented For standardcell style designs,the
tamgetedpower distribution is rst computedfrom the desired
temperaturgoro le andthis is thenusedto imposeconstraints



during placementFor macrocell style designsspecialconsid-
erationis addedto avoid hot spotscreatedby thermalcoupling
betweennearbyhot macrocells.

By the superpositiorprinciple, the boundaryconditionsand
thermal distribution constraintscan be corvertedinto power
distribution constraintsThetemperaturero le Ty, coONnsists

the following components:
X

Tf ixed cells T Tambient

(39)

Totar = Tmov ablecells +

= Tmov able_cells T TB C

Tgc canbeobtainedby ananalysiswith power consumptions
from x ed cells andboundaryconditions,and
X
Tmov ablecells = RP

where R is the thermal resistancematrix and P is the
vectorof power dissipationsof movablecells. Let the optimal
temperaturepro le be a constanttemperaturels acrosschip,
thermaland power constraintscan be combinedas:

RmM m pm 1
1t m 0 Te

m 1
1 . Tee (40)
F)total
wherePyq is the total power consumptiorof movablecells.
Given a total power budget,the power distribution constraints
(power budgetat eachnode)and the optimal temperatureTls
can be obtainedby solving (40).

With the power distribution constraintsa simulatedanneal-
ing basedthermal placementtool for standardcell designs
is developedin [10]. During the annealingprocess,power
distribution constraintsare treatedas hard constraints,i.e.,
the moves that violate nodal power constraintsare rejected.
Although this slows down the annealingprocessandincrease
theruntime,experimentalkresultsshav thatthe runtimeis only
1:5 than without power distribution constraints.Moreover,
theslower annealingprocesslsoincreaseshesolutionquality
(total wirelength)in mary testedcircuits.

For macro cells, the power dissipationremainsrelatively
constantregardlessof the placementTherefore,it is not easy
to achiere a atter temperatureprole by simply moving
cells around,andthe thermalcoupling betweencells mustbe
capturedto avoid hot spots.Recalculatingemperaturero le
for every move and analyzing hot spots causedby thermal
coupling can causelengtly simulation. The approachin [10]
incrementallyupdatesthe temperaturepro le asfollows. As-
suming cell a is moved from grid point i to point j. The
changeof the power dissipationvector can be written as

PO=[0;:::;0; Pa;0;:::;0;Pg;0;:::;0] (41)
The changeof the temperaturés thusT°= R PC Thenew
temperaturepro le canthenbe obtainedby addingT ° to the
original temperaturero le. A thermalpenaltyis addedto the
objectve function to discouragemoves that generateuneven
temperaturepro les. A possiblethermalpenaltyfunctionis

#

Penalty = m max((Ti  Ts)%0)+ (Tmax  Ts)®

i=1

(42)

C. Partitioning-basedPlacement

Partitioning-basedapproachedo placementare basedon
the idea of recursvely dividing the layout into regions and
assigningcells to eachregion. The key issuein partitioning-
basedplacementtackledin [11], is to simplify the thermal
model at each level of partitioning to achee the goal of
placingthecellssothatT is evenly distributedacrosghe chip.
Equation(38) cannotbe directly used,sinceat eachpartition
level, the only locationinformationthatis availableis identity
of the partitioning blocks that the cell belongsto. Assuming
thatall the cells belongingto a block arelocatedat its center
the correspondinganalysiswill correspondto an incorrect
thermal analysisof the partition. For example, it is easyto
seethat this will resultin an exaggeratedthermal gradient
within the partition, sincethe temperatureat the centerof the
partition will be much higherthanthat at its periphery

For simplicity, considerthe thermalmodelfor a top-dovn
bipartitioning processihis processcan be easily extendedto
a top-davn k-way partitioning process At ary one particular
partition stage,a single block is being partitionedinto two
sub-blocksso that the cuts betweenthe boundary of sub-
blocksare minimized. For now, the actualtemperaturegoro le
in the sub-blocksis not of direct concern,since cells inside
the blocks will be further partitioned later, and this can be
consideredat thattime. However, it is importantto minimize
thetemperaturaeliscrepang betweerthe blocks.If somehigh-
power cells are accumulatednto one of the blocks,thenat a
later stageit will not be possibleto move thesecells out of
the block, due to the divide-and-conquenatureof top-davn
partitioning. It is reasonabldo assumethat the temperature
inside eachof the sub-blocksare uniform, sinceif suchan
objective wereto be enforcedat every stepof the partitioning,
then a uniform temperaturedistribution would indeedresult.
Underthis assumptiona simpli ed thermalmodelis obtained,
andassumptionabouttheprecisecell locationsinsidethe sub-
block neednot be made.

The problemcanalso be viewed from the point of view of
multigrid methods[34]. It hasbeenknown that the Poisson
equationthat describesthe thermal behaior can be solved
effectively using multigrid methods.The spatial variation of
temperaturecan be thought of as having “high frequeng”
and “low frequeng” componentsA very uniform temper
ature distribution over spacecan be thought of as having
predominantly“low frequeng” componentsand very small
“high frequeng” components,and a very widely varying
distribution canbe consideredo showv the oppositeproperty
The multigrid methodsolves (8) onann  n grid by using
the following ideas:it builds a seriesof gradually re ned
meshesm; mq;my My mg Mg, wheremyg = n,
andeachmeshis a coarsenedneshfor all the meshesfterit.
It then solves for the lower “frequeny” termsof the spatial
distribution of T on the coarsemeshesand interpolatesthe
result onto the re ned meshesThis methodis basedon the
obsenation that lower frequeny componentsof T can be
effectively solved on a coarsemesh.

If the partitionlinesarelimited to thethermalmeshesluring
the top-davn hierarchical partitioning, the partition process



canbethoughtof asa seriesof operationn a setof gradually
re ned meshesAt ary particularlevel, we areonly concerned
aboutthe spatial distribution of the temperatureén a speci c

“frequengy rang€, and as the meshis re ned further during

the top-dawvn partitioning method, higher frequeny terms,

correspondingdo local variations,are incorporated.

In the rst step in top down partitioning, the chip is
partitionedinto two blocks,the left block andthe right block.
For simplicity, assumethat numberof thermalcells in each
region is the same,althoughthis assumptioncan easily be
discarded.The thermalcellsi = 1 :: m=2 will be saidto be
in theleft block andcellsi = m=2+ 1 :: m in theright block.
Now assumeas statedabove, that the block on the left has
an eventemperaturef T, andthe temperaturef the block to
theright is T,. Equation(38) cannow be simpli ed to:

2 pepe w2 3
ij Gij
§i:1j:1 i=1 j=T+1 z LI
P2 PP T,
ij ij
i=3+1 j=1 i=0+1 j=5+1
2 5, 3
§ = (43)
Pi
i=0-+1

This reasoningcan be extendedto a generalcasewhere
the chip is partitionedinto k regions, eachwith possibly a
different numberof cells. Eachregioni,(i = 1, ;1K) has
the sametemperatureTiO and containsa thermalcell set S;:
st;s?; s, nj is thenumberof thermalcellsin theregion,
and S;, (i = 1:k) is a k-way partition of the index set
f1,2; ;mg. Equation(38) canthenbe simpli ed into the

following form:
z (44)
P

2

whereG?j = i%s o5 Gjojo and Pi0 = o Ppo. It
is easyto shaw thatif G is positive de nite, thensois G

The approachin [11] usesa top-dovn two-way partitioner
basedon the Fiduccia-Matthgsesalgorithm [35], but canbe
extendednaturallyto incorporatea state-of-the-armulti-level
partitioner To reducethe computationalcost for incremental
temperaturaipdatesthe notion of an “effective thermalin u-
enceregion” of a block is introduced.For a unit heatsource
on a block, this corresponddgo the areaoutsideof which the
temperatureinduced by the unit heat sourceis lessthan a
certain percentageof the maximum temperature@nduced by
the unit heat source:this can be easily computedonce the
thermalresistancematrix is known.

The parameter Ts is usedto guide the algorithm:

o 32
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Ts = max(jTi  Tineig hbour sj) ;i 2 S; (45)

where Tineig hoour s are the temperaturefor cells adjacentto
celli andS is a setof blocks.
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The processstartswith the computationof the conductvity
matrix. The top-davn bipartitioning startsfrom the top level
block and partition the every block into two blocks. This is
donerecursvely until the numberof standardcells contained
in eachblock is lessthan a certainthreshold.At eachlevel,
the following stepsare performed:

1) Thesimpli ed thermalconductvity matrix G’ iscreated,
asshawn in equation(44). G’ is theninvertedto obtain
the thermalresistancamatrix RO, sincethis is required
for the incrementalupdatethatis to be performediater.

Herein the worst case,anm m matrix is inverted,
where m is the numberof meshnodeson the wafer
surface.

Using the thermalin uence region conceptintroduced
above, R’ is corvertedto a sparsematrix Rgp asfollows:

each eIementR? is comparedagninst the diagonal
eIementR?i M R; :R?i < ,where isasmallnumber
R; is setto 0. This reduceghe computationakxpense
of evaluatingmaoves, with a smalllossin accurag that
canbe bounded.

At rst, multiple solutionsare generatedrandomly while
partitioning a block. For each solution, Ts is computed,
whereS is a setof blocksthatareadjacento the blocksbeing
partitioned.If the maximumand minimum valuesare Tmax
and Tmin , the thermalbudgetfor this partition is setto be
@ ) Tmax *  Tmin ,» WhereO 1. The choiceof
is atradeof betweenpartition quality andthermalconstraints.
Thesolutionwith thelowest T is choserastheinitial solution
for partitioning.

When the partitioner decidesto move a cell, the thermal
constraintwill be one of the constraintsthat will decide
whetherthe move is legal or not. This constraintdetermines
whethermove shouldbe acceptedor not using the following
steps:

1) Computethe delta power vector

P=1[0; ;0; P1;0; ;0; P2;0;

2)

;0 PO, ;0]

wherel is the numberof blockswhosepower dissipa-
tion is affected.This setof blocksincludesnot only the
blocksthat the cell is moving from and moving to, but
also blocksthat containcells that drive the input of the
cell to be moved, sincethe wire load for thesecells will
alsochange.

Computethe delta temperaturevector T = Rip P
and correspondinglyupdate Ts using Equation (45).
Sincethis involvesa sparsematrix-vectormultiplication,
the computationcostis practically constant.

If the Ts is within the current budget, the move is
acceptedOtherwise,it is rejected.

2)

3)

D. Force-directedPlacement

In force-directedmethods,an analogyto Hooke's law is
used by representingnets as springsand nding the place-
ment correspondingto the systems minimum enegy state.
Attractive forces are created between interconnectedcells
and are made proportional to the separationdistance and
interconnectiity. Other design criteria such as cell overlap,



timing, and congestionare used to derived the repulsve
forces.After repulsie forcesare added,the systemis solved
for the minimum enepgy state,i.e., the equilibrium location.
Ideally, this minimizesthe wire lengthswhile at the sametime
satisfyingthe other designcriteria.

The work in [4] presentsa force-directedapproachto
thermal placement.The applicationdomainis in the design
of 3D integrated circuits, where chips have multiple levels
of active devices. Therefore,placementmust be carried out
in not just the xy-plane, but the entire xyz-spacein three
dimensions.In currenttechnologiesjn the z dimension,the
numberof layersis restrictedto a small number The work in
[4] usesa force-directedrameavork with FEA-basedthermal
analysisusingrepulsie forcesto avoid hot spots.Thethermal
forces are calculatedusing the temperaturegradient, which
itself can be relatedto the stiffnessmatrix andits derivative.
The temperaturegradientdeterminesboth the direction and
relative magnitudeof the thermalforces,therebymaving cells
away from areaswith high temperature.

Fundamentallyforce-directedmethodologiesnvolve min-
imizing an objective function correspondingo a summation
of costcomponentsrom eachnet. For 3D layouts,this takes
the form

g (i )+ vtz z)? (46)
wherec; is the weight of the connectionbetweenthe two
nodes.If the ¢; coefcients are combinedinto a global C
matrix, an objectve function can be written for the entire
system: L L .

T T T
2x Cx + 2y Cy + 2z Cz 47
wherex, y, andz arethex, y, andz coordinate®f all cellsand
points of interest. This objectve function can be minimized
by solving the following threesystemsof equations:

Cx =fx;Cy=1,,Cz=1, (48)

In the absenceof external repulsive forces, the total force
vectorsfy, fy, andf,, would be zero.The netstiffnessmatrix,
C, describesthe entire net connectity. Fixed coordinate
values,createdby physical constraintscanbe usedto reduce
and solve the systemof equationsmuch like the conductve
boundaryconditionsin FEA.

Generally an iterative force-directedapproachfollows the
following stepsin the main loop. Initially, forcesare updated
basedon the previous placement.Using thesenewv forces,
the cell positions are then calculated. Thesetwo steps of
calculatingforcesand nding cell positionsare repeateduntil
the exit criteria are satis ed.

A sample3D thermal placementfor a four-layer process,
generatedising this approachjs shovn in Fig. 13. The heat
sink is placed at the bottom of the 3D chip, and the red
regions are hotter than the blue regions. It is clear that the
coolestcells are thosein the bottom layer, next to the heat
sink, and the temperatureincreasesas we move to higher
layers. The thermal placementmethodconsciouslymitigates
the temperatureby making the upperlayerssparserin terms
of the percentagef areapopulatedoy the cells,thanthelower
layers.Thermalvias are often addedto achieve even thermal
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Fig. 13. A 3D thermalplacementfor a four-layer processusing iterative
force-directedapproach.

Fig. 14. Maximum temperaturealistribution alongvertical distancefrom the
substrateto the top metallayer [37].

distribution [36], and their effects mustbe properly modeled
for accuratethermal analysis,including resistive effects that
locally generateheat.

IV. FUTURE THERMAL PROBLEMS AND PHYSICAL
DESIGN SOLUTIONS

A. InterconnectThermalDistribution

With technologyscalingand the correspondingncreasen
the number of metal layers, interconnectpower dissipation
is likely to contritute a signi cant portion of total chip
power consumption,and the contrikution of self-heatingof
interconnecto thetotal heatgeneratedanbecomesigni cant.
As showvn in Fig. 14, self-heatingcan result in elevated
temperaturen high metal layers, which are far away from
heatsinksin ip-chip designs.Although we can also model

Fig. 15. Interconneciumpedmodel.



interconnectaslumpedcircuit elementsasshovn in Fig. 15,
explicitly modelingevery interconnecis not practical.Further
researchis neededto efciently and accuratelyanalyzethe
impactof thermalissuesdueto interconnects.

A secondaspecbf interconnecis thatit hasa muchlarger
heat conductioncoefcients than the interlayer dielectric, or
theinsulatorin silicon oninsulator(SOIl) devices:theseeffects
becomeworse with the use of low-k dielectrics.To counter
this, interlayer thermal vias may be insertedto act as heat
pipesin the chip: if the temperaturaifferencebetweenboth
endsof an interconnectis sufciently large, thesesene to
redistribute heat through the volume of the chip. Although
early work has beencarried out on thermal via insertion, it
remainsan interestingresearchproblem.

B. Floorplanning

Thermalplanningmay be carriedout throughoutthe physi-
cal designprocessPrior to placementthis may commenceat
the oorplanning stageearlyin the designcycle. The tradeof
hereis that thereis a greaterdeal of e xibility in mitigating
thermalproblemsbut alsoa largeramountof uncertaintywith
regard to the precisethermalpro le, asthe designis still far
from complete.These oorplanning approachesnay needto
considerboth staticand dynamicthermalissues.

C. Effectsof Tempeature on Performanceand Reliability

The temperaturepro le can changewhen the workload
of a chip changes.Since the performanceof each transis-
tor is sensitve to the operatingtemperature,a changein
the temperaturepro le can causepath delay variations,and
possibly timing violations, both on signal paths and clock
paths. On-chip clock tuning is a possiblesolution to avoid
temperatureelatedtiming violations: by controlling the clock
arrival times of the ip- ops on temperaturesensitve paths
throughprogrammablealelay elementsthe chip canbe made
to function correctly at a wide rangeof temperaturesyithout
sacri cing performanceOn signal paths,thermaleffects must
betakeninto accountduringtiming analysisandoptimization.
Finally, thermally-drven aging effects such as neggative bias
temperaturenstability (NBTI) mustalsobe incorporatecasa
rst-le vel designconsideration.

D. Padkaging

Several new packagingtechniqueshave beenproposedto
alleviate the interconnectdelay dominanceproblemin deep
submicrontechnologies3D multichip modules,wafer bond-
ing, and 3D IC (in both silicon and packaging)are three
examplesof suchsolutions.Both passve andactive solutions
may be used: passie solutionsinclude the employment of
thermal vias within the packagefor heat conduction,while
active cooling may employ advancedcooling and packaging
techniques,for example, for spot cooling. Active cooling
techniques,for the most part, are not economically viable
today but this may changeas technologyprogressesNovel
researchtechniquesare necessaryo incorporatetheseeffects
for chip-packagehermalcodesign.
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E. Three-dimensionaCircuits

Three dimensional(3D) circuit technologiesoffer an in-
triguing possibility for the future, and several practical 3D
stratgies have beendevelopedboth in industry [38] and in
academid39]. By vertically stackinglayersof active devices,
3D technologiessucceedn signi cantly reducingthe lengths
of on-chip wires, and hencethe delays. However, this also
resultsin packinga larger numberof devices,or heatsources,
per unit volume, resulting in aggraated thermal problems.
Challengesin 3D design include placement, oorplanning
and thermal via insertion and several techniqueshave been
proposedo solwe this issue[4], [36].
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