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Abstract— Dramatic rises in the power consumption and inte-
gration density of contemporary systems-on-chip(SoCs)have led
to the need for careful attention to chip-level thermal integrity.
High temperatures or uneven temperature distrib utions may
result not only in reliability issues,but also timing failur es,due
to the temperature-dependentnature of chip time-to-failur e and
delay, respectively. To resolve theseissues,high quality, accurate
thermal modeling and analysis, and thermally-oriented place-
ment optimizations, are essential prior to tapeout. This paper
�rst presentsan overview of thermal modeling and simulation
methods such as �nite-differ ence time domain, �nite element,
model reduction, random walk, and Green-function basedalgo-
rithms, that are appropriate for use in placement algorithms.
Next, 2D and 3D thermal-aware placement algorithms such as
matrix-synthesis,simulatedannealing,partition-dri ven,and force
dir ectedare presented.Finally, futur e tr endsand challengesare
described.

I . INTRODUCTION AND PRELIMINARIES

Technologyscalinghasbroughtaboutthe ability to operate
circuits with millions of transistorsat gigahertzfrequencies.
A side-effect of this is the large amount of power that is
dissipatedon-chip,which manifestsitself physically as heat,
leading to elevated temperatures.Thesethermal effects can
have unfortunateresults on the operationof the chip, and
can result in both catastrophicand parametricfailures.Large
temperaturegradientscan reducethe lifetime of a chip, and
in extreme cases,can causematerial stressesand crack the
chip. In addition,nonuniformtemperaturescaninducetiming
variations,since both transistorperformanceand metal con-
ductivity aretemperature-dependent,which mayresultin logic
errors[1].

An example temperaturepro�le for an industrial chip is
shown in Fig. 1: anexaminationof thethermalcontoursshows
that the temperatureat the hot spotscanexceed100� C. With
the growing realizationof the impact of thermal effects on
circuit performanceandreliability, thermalissueshave started
to affect on chip architectures,and methodsfor alleviating
thermal effects have becomeextremely important. For ex-
ample, mobile devices now typically have multiple power
modesto improve their energy ef�ciency without sacri�cing
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Fig. 1. The temperaturepro�le of an industrialchip.

Fig. 2. Heatdissipationpathsof a chip in a system.

performance[2]. On-chip power mode controllers can also
force a chip to enterlow power modeif on-chip temperature
sensorsdetectanexcessively hightemperature.While theseare
importantstrategies for thermalmitigation, more effort must
be investedat the designstageto alleviate thermalproblems.

An essentialprerequisiteto addressingthermal issuesis
the ability to model heat transfer paths of a chip with its
surroundingenvironment, and to analyze the thermal sys-
tem. Fig. 2 shows a chip in a CBGA packagingand its
surroundingenvironment, including the heat sink and the
underlyingprinted circuit board.A simpli�ed thermalmodel
of the packagingandsurroundingenvironmentis alsoshown
in the �gure. The heat generatedon chip can be dissipated
throughthepackagingto theheatsink,andthento theambient.
A small portion of the heatcanalsobe dissipatedthroughthe
packagingto the printedcircuit board.

Transistorperformanceandmetalconductivity arebothtem-
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Fig. 3. Temperaturepro�les with (left) randomplacementand(right) thermal
placement.

peraturedependent.Therefore,on-chipthermalmodelingmust
achieve micrometerresolution.For on-chipthermalmodeling,
several approachescan be usedto model the heattransferin
thesubstrate.Finite-differencetime domain[3], �nite element
[4], model reduction[5], randomwalk [6], [7], and Green-
function [8] based algorithms are appropriatefor on-chip
thermalmodelingandanalysis.

An excellent way to addresstemperatureissues during
designis to ensurethatcircuit blocksareplacedin sucha way
that they even out the thermalpro�le: in other words, using
temperature-aware placement[4], [9]–[11]. Simplistically, if
we spreadhigh-power cells across the chip “evenly,” the
temperaturepro�le will be �at and we can avoid hot-spot
relatedthermal issues.In reality, thermalplacementis more
complex, anda uniform distribution of power sourcesdoesnot
lead to a uniform temperature;it is alsoessentialto consider
heat sink characteristicsand edgeeffects. Fig. 3 shows the
temperaturepro�les of a test circuit using randomplacement
andthermally-drivenplacement,andillustratesgraphicallythat
hot spotscanbe signi�cantly reducedby thermalplacement.

The remainderof this paper is organized as follows. In
Section II, we brie�y review thermal modeling techniques
and methodsfor calculatingsteadystatetemperaturepro�le
for placement.In SectionIII, we review threemajor 2D and
3D thermalplacementalgorithms.Finally, we point out future
researchdirectionsin SectionIV andconcludethe paper.

I I . OVERVIEW OF THERMAL MODELING FOR PLACEMENT

A. Fundamentalsof Heat Transferand ThermalModeling

Before discussingthermal placementtechniques,it is im-
portantto understandthe mechanismsof heattransfer. There
are three means for heat transfer: conduction, convection
and radiation. Conductionis heattransferthroughmolecular
interactionswithin a material without any movementof the
material.Therateof conductionheattransferthrougha barrier
is as follows.

Q
t

=
�A (Thot � Tcol d)

d
: (1)

Here, Q is the heat transferredin time t, � is the thermal
conductivity of thebarrier, A is thearea,T is the temperature
and d is the thicknessof the barrier. The mechanismfor
convectionis heattransferby massmotionof a �uid or a gas.
The volume of a �uid or a gas usually expandsor contracts
with a changeon the temperature,therebycausingconvection

currentsand speedingup the heat transfer. Convection can
alsobe generatedintentionally. For example,microprocessors
usually need cooling fans to generateair �o w through the
heat sinks to speedupheat dissipation.The phenomenonof
radiationcorrespondsto heattransferby electromagneticwave
emissionwhich carriesenergy away from the emitting object.

Conductionis the major heat transfer mechanismwithin
VLSI chips.As dielectricmaterialsarepoor heatconductors,
conductionlargely occurswithin the substrate.The heatcon-
duction in the chip substrateis governed by the following
partial differential equationof heatconductionfrom the law
of energy conservation [12]

�c p
@T(~r ; t)

@t
= r � [� (~r ; t)r T(~r ; t)] + g(~r ; t) (2)

subjectto the following thermalboundarycondition

� (~r ; T)
@T(~r ; t)

@ni
+ hi T(~r ; t) = f i ( ~r si ; t) (3)

where T is the time-dependenttemperatureat any ~r , � is
the density of the material, cp is the speci�c heat, � is the
thermal conductivity, g is the heat energy generationrate,
ni is the heat-transfercoef�cient on the boundarysurfaceof
the chip, f i ( ~r si ; t) is an arbitrary function on the boundary
surfacesi , and@=@n i is the differentiationalongthe outward
directionnormal to the boundarysurfacesi . Fig. 4 illustrates
conservation of energy and the heatconductionequation.

In general,thermal conductivity � (~r ; T) is position- and
temperature-dependent.However, thermalconductivity varia-
tions are usually not signi�cant, and for practical purposes,
thesubstratecanbe treatedasa homogeneousmaterialwith a
constant� . The heat-generationrate g(~r ; t) arisesfrom the
power consumptionin cells and interconnects.The power
consumptionof cells is causedby dynamic,short-circuitand
leakagecurrents, and the power consumptionof intercon-
nects is generatedby charging and discharging interconnect
capacitances.Since the charging and discharging currentsof
an interconnectneed to go through its driving cell, whose
driving resistanceis usuallymuchlarger thanthe interconnect
resistance,the power consumptiontend to concentrateon the
cell. Therefore,cells are treatedas the only heat sourcesin
a chip. Although a small portion of the interconnectpower
consumptiondoesdissipateon the metalwire andincreaseits
temperature,this self-heatingeffect is usuallymorerelatedto
the electromigrationandlifetime of the wire thanthe temper-
aturepro�le of a chip. Sinceelectromigrationis dependenton
bothcurrentdensityandtemperature,electromigrationanalysis
mustbe performedafterplacement,andthis topic is therefore
beyond the scopeof this paper.

Thetime constantof on-chipheatconductionis muchlarger
than the clock periods used in current technologies.This
meansthat transientcurrentswith short time constantsdo
not have signi�cant effects on the temperaturepro�le once
it reachesa steady state, and average power consumption
can be used to obtain the steadystate temperaturepro�le.
In effect, the thermal network acts as a low pass�lter that
�ltes out the effect of fast transients.However, signi�cant
changes,suchas changesin the power modeof a processor
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Fig. 4. Conservation of energy and the heatconductionequation.

(note that the frequency of occurrenceof theseis larger than
the time constantof the thermalnetwork), requirea transient
analysis, or as an approximation,steady state analysis in
multiplepowermodes.In thefollowing subsections,wereview
variousmethodsfor temperaturepro�le analysis.

B. Finite DifferenceTime DomainApproach

The two-dimensional heat conduction equation can be
rewritten as

@T(x; y; t)
@t

=
�

�c p

@2T(x; y; t)
@x2 +

�
�c p

@2T(x; y; t)
@y2

+
1

�c p
g(x; y; t): (4)

This is a secondorder parabolicpartial differential equation
andcanberewrittenasadifferenceequationby spaceandtime
discretization.After discretization,the temperatureT(x; y; t)
at eachdiscretepoint is replaceby T(i � x; j � y; n� t). The
�rst-order partial derivative of T with respectto x can be
approximatedby the forward-differenceapproximation

@T
@x

�
�
�
�

n

i;j
=

Tn
i +1 ;j � Tn

i;j

� x
+ O(� x) �

Tn
i +1 ;j � Tn

i;j

� x
(5)

where the truncationerror is O(� x). Similarly, the second-
orderpartial derivative of T with respectto x canbe approx-
imatedby the central-differenceapproximation

@2T
@x2

�
�
�
�

n

i;j
=

Tn
i +1 ;j � 2Tn

i;j + Tn
i � 1;j

(� x)2 + O((� x)2)

�
Tn

i +1 ;j � 2Tn
i;j + Tn

i � 1;j

(� x)2 =
� 2

x Tn

(� x)2 (6)

where� 2
x Tn = Tn

i +1 ;j � 2Tn
i;j + Tn

i � 1;j andthetruncationerror
is O((� x)2). By applyingtheexplicit updateon theright hand
sideof (4), we have

Tn +1 � Tn

� t
=

�
�c p

"
� 2

x Tn

(� x)2 +
� 2

y Tn

(� y)2

#

+
g

�c p
: (7)

Note that in (7), T n +1 only dependson T n andcanbesolved
directly without matrix inversion. This explicit method has
second-orderaccuracy in spaceand �rst-order accuracy in
time. Alternatively, implicit method,Crank-Nicholsonmethod
and alternatingdirection implicit (ADI) methodcan be used
[3].
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Fig. 5. The substrate,cells and boundaryconditionsand their equivalent
models.

C. RC EquivalentNetworkApproach

At steadystate,(2) canbe simpli�ed as

� r 2T + g(~r ) = 0 (8)

which is in the sameform asthe Poissonequationdescribing
the relationbetweencharge densityandelectricalpotential:

� 0� sr 2V + � (~r ) = 0: (9)

Therefore,the substratecanbe modeledasan RC equivalent
circuit, a heat sourcecan be modeledas a current source,
boundaryconditionwith constanttemperaturecanbemodeled
asa voltagesource,andnodaltemperaturecanbe modeledas
thenodalvoltagein theRC equivalentcircuit. Fig. 5 shows the
substrate,cells and boundaryconditionsand their equivalent
models.The advantageof usingRC equivalentmodelsis that
well-developedcircuit analysistechniquesarereadilyavailable
for thermalanalysis.However, if we discretizethe substrate
uniformly, we need to use a �ne grid to ensure enough
resolutionon any part of the chip. This can result in a large
equivalentcircuit and long simulationtime.

D. Model Order ReductionApproach

Wanget al. [5] usean adaptive approachto keepthe prob-
lemsizesmall.Thebasicideais to useacoarsegrid to form an
RC equivalent circuit and �nd the rough temperaturepro�le.
The regions with high temperaturegradientsare discretized
further andthe systemis simulatedagain. After modelingthe
substrateandinterconnects,the equivalent thermalcircuit can
be expressedby the time-domainModi�ed Nodal Analysis
(MNA) equation

Gx + C _x = B u; (10)

where G and C representthe conductanceand capacitance
matrices,x is the vector of nodevoltages,u is the vector of
independentcurrentsources,B is the input adjacency matrix
mappingthe sourcesto the internalstates.

To further speedupthe simulation,a modelorderreduction
techniqueis used to further reducethe model size. Model
orderreductiongeneratesan analyticmodelthat is a compact
representationof original circuits by matchingtheir moments
or poles. Thesemethodstypically operatein the frequency
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domain, and to outline the procedure,we begin with the
Laplacetransformationof (10):

GX + sCX = B U: (11)

Applying the Taylor seriesexpansionat zero frequency on
both sidesof (11), we have

(G + sC)(m0 + m1s + m2s2 + : : :)

= B (u0 + u1s + u2s2 + : : :) (12)

where m i and ui , the coef�cients of the i th term in the
Taylor series,are known as the i th moment of x and u,
respectively. Moment matching is a method that represents
the �nite unknown momentsof the left hand side of (12)
in terms of the known momentsof the right hand side. In
the basic moment-matchingmethodbasedon AWE [13], as
well as in improved methodslike PRIMA [14], the sources
areset to impulsesin order to computethe transferfunction.
The impulse sourcesare constantin the frequency domain
and contribute only to the initial vector.Equation(12) can be
rewritten as

(G + sC)(m0 + m1s + m2s2 + : : :) = B u0: (13)

This resultsin an iterative relationshipbetweenthe moments:

Gm0 = B u0 (14)

Gm i + Cmi � 1 = 0 (15)

However, therearenumericalstability problemsin this basic-
momentmatchingmethod,especiallyfor higherordermoment
computations.To avoid the numericalerrors, an orthogonal
basisV is determined.This is constructedfrom the Krylov
subspace,K r (A; R; q) = colsp(R; AR; A2R; : : : ; Aq� 1R)
(where A = � G� 1C and R = G� 1B ), over the subspace
spannedby �nite momentsof x(s). The order-reducedmodel
can be obtainedby projecting the original systemonto the
Krylov subspaceusing a congruenttransform,which results
in the systemof equations

~G~x + s ~C~x = ~B u (16)

where ~G = V T GV , ~C = V T CV, and ~B = V T B . However,
the bottleneckin this methodis the numberof sourcesin the
input vector u, since the large size of B results in a high
dimensionKrylov subspace.This problemis especiallyacute
while solving theequivalentthermalcircuit, which hasa large
numberof independentcurrentsources.

Wang et al. use the Improved ExtendedKrylov Subspace
(IEKS) method[15], inspiredby the EKS method[16], to re-
solve the issuecausedby largenumberof independentcurrent
sources.Unlike PRIMA, whoseruntime dependsstrongly on
the numberof ports, the runtime of EKS is independentof
this parameter. EKS modelsthe piece-wise-linear(PWL) in-
dependentsourcesasa sumof delayedrampsin thefrequency
domain

u(s) =
1
s2

NX

i =1

r i exp(� � i s): (17)

This expressioncontains 1
s and 1

s2 terms. While traditional
Krylov subspacemethodstypically begin momentmatching

from the 0th moment,EKS extendsthe Krylov subspaceby
shifting the momentsin the frequency spectrum.However,
momentshifting in EKS is tediousand error-prone,and an
improved momentcalculationmethod,IEKS, which ensures
the � 1st and� 2nd ordermomentsarezerofor arbitrary�nite
time PWL waveforms, without momentshifting, is adopted
for thermalanalysis.

For a given�nite-time PWL source,themomentrepresenta-
tion of IEKS with the� 1st and� 2nd ordermomentsarezero.
Let the given �nite-time PWL sourceu(t) be representedas

u(t) =
NX

i =0

f [ai +  i (t � t i )]E ( t � t i )

� [ai +1 +  i (t � t i +1 )]E t � t i +1 g; (18)

where i = (ai +1 � ai )=(t i +1 � t i ) andE t � t i is the unit-step
function with a delay of t i . By taking the Laplacetransform
andTaylor expansionof (18), we have

u(s) =
1
s2

NX

i =0

h
ai s

1X

l =0

(� 1)l t l
i

l !
sl +  i

1X

l =0

(� 1)l t l
i

l !
sl

� ai +1 s
1X

l =0

(� 1)l t l
i +1

l !
sl �  i

1X

l =0

(� 1)l t l
i +1

l !
sl

i
: (19)

If ~ui denotesthe coef�cient of the si term, then (19) can be
simpli�ed as

L (u(t)) = f ~u� 2s� 2 + ~u� 1s� 1 + ~u0 + ~u1s

+ ~u2s2 + : : : + ~um sm + : : :g: (20)

After the detailedcalculation,the �rst two coef�cients, ~u� 2

and ~u� 1 are zero. The processof generatingan orthogonal
basisV for the correspondingmomentsis similar to [16].

E. Finite ElementAnalysis

In �nite elementanalysis(FEA), the designspaceis �rst
discretizedor meshedinto elements.Differentelementshapes
can be usedsuch as tetrahedraand hexahedra.A four-node
tetrahedralelementis the simplestpossiblethreedimensional
element,but it doesnotsimulateheatconductionin rectangular
structureswell. An rectangularprism can simulateheatcon-
duction in lateral directionswithout aberrationsin the prime
directions.
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Fig. 6. An eight-noderectangularprism elementfor FEA.

In FEA, the temperaturesare calculatedat discretepoints,
the nodesof the elements,and the temperatureselsewhere
within the elementsareinterpolatedusinga weightedaverage
of the temperaturesat thenodes.In deriving the �nite element
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equations,thedifferentialequationdescribingheatconduction
is approximatedwithin the elementsusing this interpolation.
For an 8-nodehexahedralelementshown in Fig. 6, a trilinear
interpolation function is used to describe the temperature
within eachelementbasedon the nodal temperatures:

T(x; y; z) = N T T (21)

whereN = [N1N2 � � � N8]T and T = [T1T2 � � � T8]T , where
Ti is the temperatureat the i th of eight vertices of the
rectangularprism, and N i is the shapefunction for the i th

vertex. Theshapefunctionsaredeterminedby thecoordinates
of element's center, (xc; yc; zc), the coordinatesat the nodes,
(x i ; yi ; zi ), the width, w, height, h, and depth, d, of the
element.

As in circuit simulationusing the modi�ed nodal formula-
tion (MNA) method[17], stampsarecreatedfor eachelement
andareaddedto theglobalsystemof equations.In FEA, these
stampsare called elementstiffnessmatrices,k, and can be
derivedasfollowsusingthevariationalmethodfor anarbitrary
elementtype [18]. The heatconductionstampfor the eight-
vertex rectangularprism is derivedasan8� 8 matrix, andthe
global stiffnessmatrix, K , is derived using theseas stamps,
obtaininga setof equations

K T = P (22)

whereT is thevectorof nodaltemperaturesandP thevectorof
nodepowers.Similarly, stampsfor convectiveboundarycondi-
tions canbe derived. Conductive boundaryconditionssimply
correspondto �x ed temperatures;since theseparametersare
no longervariables,they canbe eliminatedandmoved to the
right handside.

F. RandomWalk Methods

Randomwalk methodshave beenusedvery successfully
for theanalysisof largeRC networks, in thecontext of power
grids [6], [7]. Suchmethodscaneasilybe appliedto the large
resistive networks thatappearin steady-statethermalanalysis,
andthe RC networks in transientthermalanalysis.Sincethey
performvery well whenonenode,or a smallnumberof nodes,
must be solved for, a major bene�t of thesemethodsis their
ability to performincrementalanalysisrapidly andef�ciently .
Therefore,they areexcellentcandidatesfor usein incremental
placement,capturingtheeffectsof asmallchangethatrequires
temperaturechangesin only a small region of the chip. To
outlinethemethod,we will considerthesolutionof a resistive
network for thevoltages;the thermalanalog,of course,is that
the voltagesin the resistive network arethe temperatures,and
the currentsourcesare the power values.

For the DC analysisof a resistive network with constant
currentandvoltagesources,let uslook atasinglenodex in the
circuit, as illustratedin Fig. 7. The applicationof Kirchoff 's
CurrentLaw, Kirchoff 's VoltageLaw andthedevice equations
for the conductances,yields the following equation:

degree(x )X

i =1

gi (Vi � Vx ) = I x (23)

�

�

�

�

�

� �

� �

� �

� �� �

Fig. 7. A representative nodein the resistive network.

wherethenodesadjacentto x arelabeled1; 2; � � � ; degree(x),
Vx is thevoltageat nodex, Vi is thevoltageat nodei , gi is the
conductancebetweennodei andnodex, andI x is thecurrent
load connectedto nodex. Equation(23) canbe reformulated
as follows:

Vx =
degree(x )X

i =1

gi
P degree(x )

j =1 gj

Vi �
I x

P degree(x )
j =1 gj

: (24)

This implies that the voltageat any nodeis a linear function
of the voltagesat its neighbors.We alsoobserve that the sum
of the linear coef�cients associatedwith the Vi 's is 1. For a
resistive network with N nodesat non-�xed voltage values
we have N linear equationssimilar to the one above, one
for eachnode.Solving this set of equations,along with the
condition that the voltage at a �x ed node h is the constant
valueVh , providesthe exact solution.In thermalanalysis,the
�x ednodecouldcorrespondto theambient,which is at a �x ed
temperature.

Fig. 8. An instanceof a randomwalk “game.”

Now let us look at a randomwalk “game,” given a �nite
undirectedconnectedgraph(for example,Fig. 8) representing
a street map. A walker starts from one of the nodes,and
goes to an adjacentnode i every day with probability px;i

for i = 1; 2; � � � ; degree(x), wherex is the currentnode,and
degree(x) is thenumberof edgesconnectedto nodex. These
probabilitiessatisfy the following relationship:

degree(x )X

i =1

px;i = 1 (25)

The walker pays an amount mx to a motel for lodging
everyday, until he/shereachesoneof the homes,which area
subsetof the nodes.If the walker reachesthe homeh, he/she
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will stay there and be awardeda certain amountof money,
m0h ; note that this valuecanbe differentat differenthomes.
We will consider the problem of calculating the expected
amountof money that the walker hasaccumulatedat the end
of thewalk, asa functionof thestartingnode,assuminghe/she
startswith nothing.Thegain functionfor thewalk is therefore
de�ned as

f (x) = E [total money earnedjwalk startsat nodex] (26)

It is obvious that

f (oneof the homes) = m0h (27)

For a non-homenodex, assumingthat the nodesadjacentto
x are labeled1; 2; � � � ; degree(x), the f variablessatisfy

f (x) =
degree(x )X

i =1

px;i f (i ) � mx (28)

For a random-walk problemwith N non-homenodes,thereare
N linear equationssimilar to the oneabove, andthe solution
to this set of equationswill give the exact valuesof f at all
nodes.

It is easyto draw a parallelbetweenthis problemand that
of resistive network analysis.Equation(28) becomesidentical
to (24), andequation(27) reducesto theconditionof constant
voltagesources.

px;i =
gi

P degree(x )
j =1 gj

i = 1; 2; � � � ; degree(x)

mx =
I x

P degree(x )
j =1 gj

m0h = Vh ; f (x) = Vx (29)

In other words, for any resistive network problem, we
can constructa randomwalk problemthat is mathematically
equivalent, i.e., characterizedby the samesetof equations.It
canbe proven that suchan equationsethasandonly hasone
uniquesolution [19]. Therefore,if we �nd an approximated
solution for the random walk, it is also an approximated
solution for the resistive network.

A naturalway to approachthe randomwalk problemis to
performa certainnumberof experimentsandusethe average
money left in thoseexperimentsastheapproximatedsolution.
If this amountis averagedover a suf�ciently large numberof
walks by playing the “game” a suf�ciently large numberof
times,thenby thelaw of largenumbers,anacceptablyaccurate
solutioncanbeobtained,andtheerrorcanbeestimatedusing
the CentralLimit Theorem[20].

A desirablefeature of the proposedalgorithm is that it
localizesthe computation,i.e., it can calculatea single node
voltagewithouthaving to solve thewholecircuit. As compared
to a conventional approachthat must solve the full set of
matrix equationsto �nd the voltage at any one node, the
computationaladvantageof this methodcouldbe tremendous.
Numerousef�ciency enhancingtechniquesare available for
this approach,andaredescribedin further detail in [6], [7].

G. GreenFunctionBasedMethods

An alternative to the FEM and FDM methods, which
meshup the entire substrate,is a boundaryelementmethod
usingGreenfunctions.This methodis particularlyappropriate
for coarselevel modeling where the total number of heat
sourcesis small, for example, at �oorplanning level. The
partial differential equationto be solved for thermalanalysis
is linearwhenthematerialpropertiesareregion-wiseuniform,
and therefore,conceptually, the problem can be solved by
superposition,consideringone source at a time. A Green
function enablessuch a computation:it is the responsein
a �eld region to a power sourcein a sourceregion; in the
presenceof multiple power sources,superpositioncanbeused
to sum up the responsesat a �eld point due to eachof the
sources.

Fig. 9. Schematicof a VLSI chip with packaging.

Fig. 9 shows a schematicof a VLSI chip with theassociated
packaging.The shadedareason the top surface of the chip
representthefunctionalblocks.Let G(r ; r 0), with r = (x; y; z)
and r 0 = (x0; y0; z0), be the distribution of temperatureabove
Ta in the multilayeredchip structurewhena unit point power
sourceof 1W is placedat position r 0. ThenG(r ; r 0) satis�es
the equation

r 2G(r ; r 0) = �
� (r � r 0)

kl ( r )
(30)

and the boundaryconditions

@G(r ; r 0)
@x

�
�
�
�
x =0 ;a

=
@G(r ; r 0)

@y

�
�
�
�
y=0 ;b

= 0 (31)

@G(r ; r 0)
@z

�
�
�
�
z=0

= 0 (32)

kN
@G(r ; r 0)

@z

�
�
�
�
z= � dN

= hG(r ; r 0)jz= � dN (33)

G(r ; r 0)jz= � di + � = G(r ; r 0)jz= � di � � (34)

ki
@G(r ; r 0)

@z

�
�
�
�
z= � di + �

= ki +1
@G(r ; r 0)

@z

�
�
�
�
z= � di � �

(35)

where � (r ; r 0) = � (x � x0)� (y � y0)� (z � z0) is the three-
dimensionalDirac delta function, and G(r ; r 0) is the Green
function. The temperature�eld under an arbitrary power
densitydistribution canbe obtainedeasilyas

T(r ) = Ta +
Z a

0
dx0

Z b

0
dy0

Z 0

� dN

dz0G(r ; r 0)g(r 0) (36)

For thermalproblemsencounteredin chip design,both the
source regions, where powers are generated,and the �eld
regions,whosetemperaturesare to be computed,are located
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on discreteplanes.Thus, in the following analysis,we will
focuson a singlesourceplaneanda single �eld plane,i.e., a
particularz andz0. For theseplanes,it canbe shown [8] that
the Greenfunction is given by

G0(x; y ; x 0; y0) , G(r ; r 0)
�
�

z ;z 0 =
1X

m =0

1X

n =0

Cmn cos
�

m� x

a

�
cos

�
n� y

b

�
cos

�
m� x 0

a

�
cos

�
n� y0

b

�
(37)

wherethe coef�cient Cmn only dependson z andz0.
The above expressionis complicated,both visually and

computationally, andit involvesa doublesummationto in�n-
ity. Fortunately, severalmethodsareavailablefor managingthe
computation.The work in [8], basedon the substrateanalysis
methodsin [21], usesthediscretecosinetransform(DCT) and
table lookupsto acceleratethe Greenfunction basedthermal
analysis;for the analysisof a single layer, the computational
complexity is O(N 2

g ), where Ng is the numberof regions.
An improved method in [22] reducesthe complexity from
quadraticto O(Ng logNg). The essentialidea is to recognize
thatthebottleneckcorrespondsto a convolution operation,and
this canbeperformedef�ciently in the frequency domain:the
primary cost hereis in the transformfrom the spacedomain
to the frequency domain.

H. Summary

Eachthermalmodelingmethodhasits speci�c advantages.
Generally speaking, the FDTD method is ideal for time
domain dynamic simulation and is capableof capturetime-
of-�ight effect, and model order reduction works well for
simulationover long time periodsfor a stiff system,sincethe
cost of eachtime step is greatly reduced.The randomwalk
methodcan handleboth transientand steady-stateanalysis,
but its optimal runtime tradeoffs may be achieved with some
accuracy limitations, so that it is ideal for coarseanalysisor
for incrementalanalysis.

Both �nite differenceand�nite elementmethodsdiscretize
thespaceandcaneasilyaccountfor nonuniformitiesin thermal
conductivities. As comparedto �nite differences,the �nite
elementmethodcaneffectively reducethenumberof elements
for the sameaccuracy. In contrast,the basicGreenfunction
methodattemptsto �nd aclosedform solutionandis restricted
to much simpler assumptionson the uniformities of the
thermal conductivities throughoutthe space,though a small
numberof discretediscontinuitiesare easyto handlewithin
its framework. Generallyspeaking,this methodis preferredin
caseswhereanapproximatesolutionis adequate(for example,
in coarseplacement,or in �oorplanning), while the othertwo
methodswork well whengreateraccuracy is desired.

I I I . OVERVIEW OF THERMAL PLACEMENT ALGORITHMS

At the placementstage,as far as the thermal constraints
are concerned,the general goals are to achieve globally
uniform thermaldistributions.Oneproblemformulation is to
minimizethemaximalon-chiptemperaturegradientandobtain
an even temperaturedistribution, but different methodsmay
use different speci�c objectives that are correlatedwith this

goal. The degree of freedom that is available this purpose
during placementis the control over the 2-dimensionlinear
ordering of the heat sources,namely, the standardcells. In
order to minimize the maximalon-chip temperaturegradient,
the following problemmay be formulated:

Find a permutation � of Pi : f 1; : : : ; ng !
f 1; : : : ; ng such that max(jTi � Ti;neig hbor j) is
minimum.

At the placementstage,steady-statebasedanalysescanbe
usedto determinethe locationsof cells within the layout, by
solving a setof equationsof the type

2

6
6
6
4

G11 G12 : : : G1m

G21 G22 : : : G2m
...

...
...

...
Gm 1 Gm 2 : : : Gmm

3

7
7
7
5

2

6
6
6
4

T1

T2
...

Tm

3

7
7
7
5

=

2

6
6
6
4

P1

P2
...

Pm

3

7
7
7
5
(38)

i.e., GT = P

whereG is thethermalconductancematrix, T is thevectorof
temperatures,and P is the vector of power dissipations.For
the �nite differencemethod,G refersto the matrix associated
with the thermal conductances,while for the �nite element
method,this correspondsto the stiffnessmatrix. The valueof
eachPi is not constant,but may changedependingon which
cell is locatedin a particulargrid of the layout. Additionally,
the power consumptionof a cell varieswith the interconnect
capacitancethat it drives, i.e., the length of the nets that it
drives. During placement,thesevaluesare liable to change.
The total power is actually dissipatedby both the switching
transistorandtheinterconnectingwires.Exceptfor longglobal
wires, the driver resistanceis typically much larger than the
metalresistance,andthereforemostof thepower is dissipated
in thecells,andit is reasonableto ignorethepartconsumedby
themetalwires.Eventhoughself-heatingof wiresplaysavery
important role in the electromigrationlifetime of the metal
wires [23], during the placementstage,it may be ignored.It
is potentiallypossibleto take this into accountduring a later
stageof placementusing the congestioninformation.

In addition to thermalconsiderations,other critical objec-
tives in placementare the conventionalgoalsof minimizing
the total wire length and meeting the timing constraints.
Traditionalnon-thermalplacementmethodsthatconsiderthese
criteria canbe divided into several classes:

� Randomized methods: Simulatedannealing[24] is the
mostwell-known exampleof this classof methods.Even
throughit is truethatthismethodcanreacharbitraryclose
to the global minimum if the cooling scheduleis slow
enough,it may requirelong run times for large circuits.

� Analytical approaches: This class includes methods
such as force-driven placementand quadraticprogram-
ming [25]–[28]. This methodis usedin many commercial
placementtools.Combinedwith aniterative linearsolver,
this approachis fastandgeneratesgoodresults[29].

� Partition-based methods: The Kernighan-Lin method
and its Fiduccia-Mattheyses implementation are well
known min-cut methodsthat are utilized in partition-
driven placement.Traditionally, partition methodsare
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Fig. 10. Illustration of power consumptiondistribution andhot spot.

known to haveafew problems:for example,thatthewire-
length is optimized indirectly through the optimization
of the min-cut,andthat the locally greedyapproachmay
sometimeslosetheglobalview. However, recentprogress
in multilevel hyper-graph partition and partition-based
placementhas producedvery impressive results [30]–
[33].

A. Matrix Synthesis

In [9], the thermal placementproblem is modeled as a
matrix synthesisproblem.This approachassumesa speci�c
thermal conductivity matrix and the temperatureat a cer-
tain point on chip is determinedby power dissipationsof
neighboringnodeswithin a certaindistance.The examplein
Figure 10 shows a portion of a chip, and two examplesof
the distribution of the power dissipationin the subregions of
the chip. Assumingthatthemaximumtemperatureof a node
is determinedby the total power consumptionwithin a 2 � 2
region, the darkenednumbersin the �gure show the 2 � 2
region that correspondsto the hot spot in each case.The
placementproblemherecorrespondsto arrangingthe blocks
to minimize that the maximumtotal power within any 2 � 2
window.

Generalizingthis to a t � t window, the thermalplacement
problemis simpli�ed to the following matrix synthesisprob-
lem (MSP):

Given integers t; m; n and a list of mn nonnega-
tive real numbers, x0; x1; � � � ; xmn � 1, synthesize
an m � n matrix M out of x0; : : : ; xmn � 1 such
that the sum of the power numbers in any t � t
sub-matrix is minimized.

Chu et al. [9] show that MSP is equivalent to the 3-
PARTITION problem which is NP-complete.A simple ap-
proximationalgorithm for MSP works as follows. Assuming
power numbersx0; : : : ; xmn � 1 aresortedin descendingorder,
a matrix is synthesizedby �lling in power numbersin order.
As shown in Fig. 11, the cells with largest power numbers
x0; : : : ; x8 arespreadacrossthechip evenly, therebyavoiding
thesecells from clusteringtogetherand creatinghot spots.It
is shown that if x8 = � x0, then the sum of any 2 � 2 sub-
matrix in Fig. 11 is within max(1:5; 2� � ) timesthe optimal
solution.The approximationratio is valid for differentvalues
of m, n and t. Although the worst-caseapproximationratio
of this algorithmis 2, the approximationratio is usuallyclose
to 1 in practice.

When the above algorithm is usedwith a large t, the �nal
placementdoesnothavemuchguaranteeon theapproximation
factorfor t0 < t. A recursiveapproximationalgorithmprovides
a solution to this problem.

x0 x17 x1 x16 x2 x15

x26 x35 x25 x34 x24 x33

x3 x14 x4 x13 x5 x12

x23 x32 x22 x31 x21 x30

x6 x11 x7 x10 x8 x9

x20 x29 x19 x28 x18 x27

Fig. 11. An approximationalgorithmfor MSP.

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

(a)

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3L

L

L

L0 1

2 3L

L

L

L0 1

2 3 L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3

L

L

L

L0 1

2 3 L

L

L

L0 1

2 3

L

L

L

L2 2

2 2

L0

L L

L1

2 3

L

L

L

L3 3

3 3

L0

L L

L1

2 3

L

L

L

L1 1

1 1L

L

L

L0 0

0 0 L

L

L

L0 0

0 0

L

L

L

L2 2

2 2

L0

L L

L1

2 3

L

L

L

L3 3

3 3

L0

L L

L1

2 3

L

L

L

L1 1

(b)

1 1

L

L

L

L2 2

2 2 L

L

L

L3 3

3 3L

L

L

L2 2

2 2

L0

L L

L1

2 3

L0

L L

L1

2 3

L

L

L

L3 3

3 3

L0

L L

L1

2 3

L0

L L

L1

2 3

L0

L L

L1

2 3

L0

L L

L1

2 3

L

L

L

L0 0

0 0L

L

L

L1 1

1 1L

L

L

L0 0

0 0

L0

L L

L1

2 3

L0

L L

L1

2 3

L0

L L

L1

2 3

L0

L L

L1

2 3

L

L

L

L1 1

1 1

L0

L L

L1

2 3

L0

L L

L1

2 3

Fig. 12. Illustrationof the recursive approximationalgorithm.(a) The labels
for the �rst level of recursion.(b) The labelsfor the secondlevel recursion.

ALGORITHM A3
1. Divide the input numbersinto 4 groupsG0, G1, G2

andG3 and label the matrix by L 0, L 1, L 2 andL 3

with t = 2.
2. Recursively placethe numbersin G0 into the sub-

matrix formedby entriesmarked with L 0 until the
sizeof eachgroup is n 2

t 2 . In that case,we do
the placementarbitrarily insteadof doing it recur-
sively.

3. Apply the sameprocedureto G1, G2 andG3.

The illustration of the recursive approximationalgorithmis
shown in Fig. 12.

B. SimulatedAnnealing

In [10], a compactsubstratethermalmodelwasdeveloped,
and two algorithms for standardcell and macro cell style
design were presented.For standardcell style designs,the
targetedpower distribution is �rst computedfrom the desired
temperaturepro�le andthis is thenusedto imposeconstraints
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duringplacement.For macrocell styledesigns,specialconsid-
erationis addedto avoid hot spotscreatedby thermalcoupling
betweennearbyhot macrocells.

By thesuperpositionprinciple,theboundaryconditionsand
thermal distribution constraintscan be converted into power
distribution constraints.Thetemperaturepro�le Ttotal consists
the following components:

Ttotal =
X

Tmov abl e cel l s +
X

Tf ixed cel l s + Tambient

=
X

Tmov abl e cel l s + TB C (39)

TB C canbeobtainedby ananalysiswith power consumptions
from �x ed cells andboundaryconditions,and

X
Tmov abl e cel l s = RP

where R is the thermal resistancematrix and P is the
vectorof power dissipationsof movablecells.Let theoptimal
temperaturepro�le be a constanttemperatureTs acrosschip,
thermalandpower constraintscanbe combinedas:

�
R m � m � 1m � 1

11� m 0

�
�

�
P m � 1

Ts

�
=

�
� T BC

Ptotal

�
(40)

wherePtotal is the total power consumptionof movablecells.
Given a total power budget,the power distribution constraints
(power budgetat eachnode)and the optimal temperatureTs

canbe obtainedby solving (40).
With thepower distribution constraints,a simulatedanneal-

ing basedthermal placementtool for standardcell designs
is developed in [10]. During the annealingprocess,power
distribution constraintsare treatedas hard constraints,i.e.,
the moves that violate nodal power constraintsare rejected.
Although this slows down the annealingprocessandincrease
theruntime,experimentalresultsshow thattheruntimeis only
1:5� than without power distribution constraints.Moreover,
theslowerannealingprocessalsoincreasesthesolutionquality
(total wirelength)in many testedcircuits.

For macro cells, the power dissipationremainsrelatively
constantregardlessof the placement.Therefore,it is not easy
to achieve a �atter temperaturepro�le by simply moving
cells around,andthe thermalcouplingbetweencells mustbe
capturedto avoid hot spots.Recalculatingtemperaturepro�le
for every move and analyzinghot spotscausedby thermal
coupling can causelengthy simulation.The approachin [10]
incrementallyupdatesthe temperaturepro�le as follows. As-
suming cell a is moved from grid point i to point j . The
changeof the power dissipationvectorcanbe written as

P 0 = [0; : : : ; 0; � Pa ; 0; : : : ; 0; Pa ; 0; : : : ; 0]T : (41)

The changeof the temperatureis thusT 0 = R � P 0. The new
temperaturepro�le can thenbe obtainedby addingT 0 to the
original temperaturepro�le. A thermalpenaltyis addedto the
objective function to discouragemoves that generateuneven
temperaturepro�les. A possiblethermalpenaltyfunction is

Penalty = � m

"
mX

i =1

max((Ti � Ts )3 ; 0) + � (Tmax � Ts )3

#

(42)

C. Partitioning-basedPlacement

Partitioning-basedapproachesto placementare basedon
the idea of recursively dividing the layout into regions and
assigningcells to eachregion. The key issuein partitioning-
basedplacement,tackled in [11], is to simplify the thermal
model at each level of partitioning to acheve the goal of
placingthecellssothatT is evenly distributedacrossthechip.
Equation(38) cannotbe directly used,sinceat eachpartition
level, theonly locationinformationthat is availableis identity
of the partitioning blocks that the cell belongsto. Assuming
that all the cells belongingto a block arelocatedat its center,
the correspondinganalysis will correspondto an incorrect
thermal analysisof the partition. For example, it is easyto
see that this will result in an exaggeratedthermal gradient
within the partition,sincethe temperatureat the centerof the
partition will be muchhigher than that at its periphery.

For simplicity, considerthe thermalmodel for a top-down
bipartitioning process;this processcan be easily extendedto
a top-down k-way partitioningprocess.At any oneparticular
partition stage,a single block is being partitioned into two
sub-blocksso that the cuts betweenthe boundaryof sub-
blocksareminimized.For now, the actualtemperaturepro�le
in the sub-blocksis not of direct concern,sincecells inside
the blocks will be further partitioned later, and this can be
consideredat that time. However, it is importantto minimize
thetemperaturediscrepancy betweentheblocks.If somehigh-
power cells areaccumulatedinto oneof the blocks,thenat a
later stageit will not be possibleto move thesecells out of
the block, due to the divide-and-conquernatureof top-down
partitioning. It is reasonableto assumethat the temperature
inside eachof the sub-blocksare uniform, since if such an
objective wereto beenforcedat every stepof thepartitioning,
then a uniform temperaturedistribution would indeedresult.
Underthis assumption,a simpli�ed thermalmodelis obtained,
andassumptionsabouttheprecisecell locationsinsidethesub-
block neednot be made.

The problemcanalsobe viewed from the point of view of
multigrid methods[34]. It has beenknown that the Poisson
equationthat describesthe thermal behavior can be solved
effectively using multigrid methods.The spatial variation of
temperaturecan be thought of as having “high frequency”
and “low frequency” components.A very uniform temper-
ature distribution over spacecan be thought of as having
predominantly“low frequency” componentsand very small
“high frequency” components,and a very widely varying
distribution canbe consideredto show the oppositeproperty.
The multigrid methodsolves (8) on an n � n grid by using
the following ideas: it builds a seriesof gradually re�ned
meshes:m1 � m1; m2 � m2; :::; mk � mk , where mk = n,
andeachmeshis a coarsenedmeshfor all themeshesafter it.
It then solves for the lower “frequency” termsof the spatial
distribution of T on the coarsemeshesand interpolatesthe
result onto the re�ned meshes.This methodis basedon the
observation that lower frequency componentsof T can be
effectively solved on a coarsemesh.

If thepartitionlinesarelimited to thethermalmeshesduring
the top-down hierarchicalpartitioning, the partition process
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canbethoughtof asaseriesof operationsonasetof gradually
re�ned meshes.At any particularlevel, we areonly concerned
aboutthe spatialdistribution of the temperaturein a speci�c
“frequency range,” and as the meshis re�ned further during
the top-down partitioning method, higher frequency terms,
correspondingto local variations,are incorporated.

In the �rst step in top down partitioning, the chip is
partitionedinto two blocks,the left block andthe right block.
For simplicity, assumethat numberof thermal cells in each
region is the same,although this assumptioncan easily be
discarded.The thermalcells i = 1 :: m=2 will be said to be
in the left block andcells i = m=2+ 1 :: m in theright block.
Now assume,as statedabove, that the block on the left has
an even temperatureof Tl andthe temperatureof the block to
the right is Tr . Equation(38) cannow be simpli�ed to:

2
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i =1

m= 2P
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Gij

m= 2P
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5 (43)

This reasoningcan be extendedto a generalcasewhere
the chip is partitioned into k regions, eachwith possibly a
different numberof cells. Each region i ,(i = 1; � � � ; k) has
the sametemperatureT

0

i and containsa thermalcell set Si :
s1

i ; s2
i ; � � � ; sn i

i , ni is thenumberof thermalcellsin theregion,
and Si , (i = 1::k) is a k-way partition of the index set
f 1; 2; � � � ; mg. Equation(38) can then be simpli�ed into the
following form:
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(44)

whereG
0

ij =
P

i 02 Si

P
j 02 Sj

Gi 0j 0 and P
0

i =
P

i 02 Si
Pi 0 . It

is easyto show that if G is positive de�nite, thenso is G
0
.

The approachin [11] usesa top-down two-way partitioner
basedon the Fiduccia-Mattheysesalgorithm [35], but can be
extendednaturally to incorporatea state-of-the-artmulti-level
partitioner. To reducethe computationalcost for incremental
temperatureupdates,thenotionof an “effective thermalin�u-
enceregion” of a block is introduced.For a unit heatsource
on a block, this correspondsto the areaoutsideof which the
temperatureinduced by the unit heat sourceis less than a
certain percentageof the maximum temperatureinducedby
the unit heat source:this can be easily computedonce the
thermalresistancematrix is known.

The parameter� TS is usedto guide the algorithm:

� TS = max (jTi � Ti;neig hbour s j) ; i 2 S; (45)

whereTi;neig hbour s are the temperaturefor cells adjacentto
cell i andS is a setof blocks.

The processstartswith the computationof the conductivity
matrix. The top-down bipartitioning startsfrom the top level
block and partition the every block into two blocks. This is
donerecursively until the numberof standardcells contained
in eachblock is less than a certain threshold.At eachlevel,
the following stepsareperformed:

1) Thesimpli�ed thermalconductivity matrixG
0

is created,
asshown in equation(44). G

0
is theninvertedto obtain

the thermalresistancematrix R
0
, sincethis is required

for the incrementalupdatethat is to be performedlater.
Here in the worst case,an m � m matrix is inverted,
where m is the numberof meshnodeson the wafer
surface.

2) Using the thermal in�uence region conceptintroduced
above,R

0
is convertedto asparsematrixR

0

sp asfollows:
each element R

0

ij is comparedagainst the diagonal
elementR

0

ii . If R
0

ij =R
0

ii < � , where� is a smallnumber,
R

0

ij is set to 0. This reducesthe computationalexpense
of evaluatingmoves,with a small loss in accuracy that
canbe bounded.

At �rst, multiple solutionsare generatedrandomly while
partitioning a block. For each solution, � TS is computed,
whereS is a setof blocksthatareadjacentto theblocksbeing
partitioned.If the maximumandminimum valuesare � Tmax

and � Tmin , the thermalbudget for this partition is set to be
(1 � � )� Tmax + � � Tmin , where0 � � � 1. The choiceof �
is a tradeoff betweenpartitionquality andthermalconstraints.
Thesolutionwith thelowest� T is chosenastheinitial solution
for partitioning.

When the partitioner decidesto move a cell, the thermal
constraint will be one of the constraintsthat will decide
whetherthe move is legal or not. This constraintdetermines
whethermove shouldbe acceptedor not using the following
steps:

1) Computethe deltapower vector.

� P = [0; � � � ; 0; � P1 ; 0; � � � ; 0; � P2 ; 0; � � � ; 0; � Pl ; 0; � � � ; 0]

wherel is the numberof blockswhosepower dissipa-
tion is affected.This setof blocksincludesnot only the
blocks that the cell is moving from andmoving to, but
alsoblocks that containcells that drive the input of the
cell to bemoved,sincethewire load for thesecellswill
alsochange.

2) Computethe delta temperaturevector � T = R
0

sp � P
and correspondinglyupdate� TS using Equation (45).
Sincethis involvesa sparsematrix-vectormultiplication,
the computationcost is practicallyconstant.

3) If the � TS is within the current budget, the move is
accepted.Otherwise,it is rejected.

D. Force-directedPlacement

In force-directedmethods,an analogy to Hooke's law is
usedby representingnets as springsand �nding the place-
ment correspondingto the system's minimum energy state.
Attractive forces are created between interconnectedcells
and are made proportional to the separationdistanceand
interconnectivity. Other designcriteria such as cell overlap,
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timing, and congestionare used to derived the repulsive
forces.After repulsive forcesareadded,the systemis solved
for the minimum energy state,i.e., the equilibrium location.
Ideally, this minimizesthewire lengthswhile at thesametime
satisfyingthe otherdesigncriteria.

The work in [4] presentsa force-directedapproachto
thermal placement.The applicationdomain is in the design
of 3D integrated circuits, where chips have multiple levels
of active devices. Therefore,placementmust be carried out
in not just the xy-plane, but the entire xyz-spacein three
dimensions.In current technologies,in the z dimension,the
numberof layersis restrictedto a small number. The work in
[4] usesa force-directedframework with FEA-basedthermal
analysis,usingrepulsive forcesto avoid hot spots.Thethermal
forces are calculatedusing the temperaturegradient,which
itself can be relatedto the stiffnessmatrix and its derivative.
The temperaturegradientdeterminesboth the direction and
relative magnitudeof the thermalforces,therebymoving cells
away from areaswith high temperature.

Fundamentally, force-directedmethodologiesinvolve min-
imizing an objective function correspondingto a summation
of costcomponentsfrom eachnet. For 3D layouts,this takes
the form

cij
�
(x i � x j )2 + (yi � yj )2 + (zi � zj )2�

(46)

where cij is the weight of the connectionbetweenthe two
nodes.If the cij coef�cients are combinedinto a global C
matrix, an objective function can be written for the entire
system:

1
2

xT Cx +
1
2

y T Cy +
1
2

zT Cz (47)

wherex, y, andz arethex, y, andz coordinatesof all cellsand
points of interest.This objective function can be minimized
by solving the following threesystemsof equations:

Cx = fx ; Cy = fy ; Cz = fz (48)

In the absenceof external repulsive forces, the total force
vectors,fx , fy , andfz , would bezero.Thenetstiffnessmatrix,
C, describesthe entire net connectivity. Fixed coordinate
values,createdby physical constraints,canbe usedto reduce
and solve the systemof equations,much like the conductive
boundaryconditionsin FEA.

Generally, an iterative force-directedapproachfollows the
following stepsin the main loop. Initially, forcesareupdated
basedon the previous placement.Using thesenew forces,
the cell positions are then calculated.These two steps of
calculatingforcesand�nding cell positionsarerepeateduntil
the exit criteria aresatis�ed.

A sample3D thermal placementfor a four-layer process,
generatedusing this approach,is shown in Fig. 13. The heat
sink is placed at the bottom of the 3D chip, and the red
regions are hotter than the blue regions. It is clear that the
coolestcells are thosein the bottom layer, next to the heat
sink, and the temperatureincreasesas we move to higher
layers.The thermalplacementmethodconsciouslymitigates
the temperatureby making the upperlayerssparser, in terms
of thepercentageof areapopulatedby thecells,thanthelower
layers.Thermalvias areoften addedto achieve even thermal

Fig. 13. A 3D thermal placementfor a four-layer processusing iterative
force-directedapproach.

Fig. 14. Maximum temperaturedistribution alongvertical distancefrom the
substrateto the top metal layer [37].

distribution [36], and their effects must be properly modeled
for accuratethermal analysis,including resistive effects that
locally generateheat.

IV. FUTURE THERMAL PROBLEMS AND PHYSICAL

DESIGN SOLUTIONS

A. InterconnectThermalDistribution

With technologyscalingand the correspondingincreasein
the number of metal layers, interconnectpower dissipation
is likely to contribute a signi�cant portion of total chip
power consumption,and the contribution of self-heatingof
interconnectto thetotal heatgeneratedcanbecomesigni�cant.
As shown in Fig. 14, self-heating can result in elevated
temperaturein high metal layers, which are far away from
heatsinks in �ip-chip designs.Although we can also model

Fig. 15. Interconnectlumpedmodel.
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interconnectsaslumpedcircuit elements,asshown in Fig. 15,
explicitly modelingevery interconnectis not practical.Further
researchis neededto ef�ciently and accuratelyanalyzethe
impactof thermalissuesdue to interconnects.

A secondaspectof interconnectis that it hasa muchlarger
heatconductioncoef�cients than the interlayerdielectric, or
theinsulatorin silicon on insulator(SOI) devices:theseeffects
becomeworse with the use of low-k dielectrics.To counter
this, interlayer thermal vias may be insertedto act as heat
pipesin the chip: if the temperaturedifferencebetweenboth
ends of an interconnectis suf�ciently large, theseserve to
redistribute heat through the volume of the chip. Although
early work has beencarried out on thermal via insertion, it
remainsan interestingresearchproblem.

B. Floorplanning

Thermalplanningmay be carriedout throughoutthe physi-
cal designprocess.Prior to placement,this may commenceat
the �oorplanning stage,early in thedesigncycle. The tradeoff
hereis that thereis a greaterdeal of �e xibility in mitigating
thermalproblems,but alsoa largeramountof uncertaintywith
regard to the precisethermalpro�le, as the designis still far
from complete.These�oorplanning approachesmay needto
considerboth staticanddynamicthermalissues.

C. Effectsof Temperature on Performanceand Reliability

The temperaturepro�le can changewhen the workload
of a chip changes.Since the performanceof each transis-
tor is sensitive to the operating temperature,a changein
the temperaturepro�le can causepath delay variations,and
possibly timing violations, both on signal paths and clock
paths.On-chip clock tuning is a possiblesolution to avoid
temperaturerelatedtiming violations:by controlling theclock
arrival times of the �ip-�ops on temperaturesensitive paths
throughprogrammabledelayelements,the chip canbe made
to function correctlyat a wide rangeof temperatures,without
sacri�cing performance.On signalpaths,thermaleffectsmust
betakeninto accountduringtiming analysisandoptimization.
Finally, thermally-driven aging effects such as negative bias
temperatureinstability (NBTI) mustalsobe incorporatedasa
�rst-level designconsideration.

D. Packaging

Several new packagingtechniqueshave beenproposedto
alleviate the interconnectdelay dominanceproblem in deep
submicrontechnologies.3D multichip modules,wafer bond-
ing, and 3D IC (in both silicon and packaging)are three
examplesof suchsolutions.Both passive andactive solutions
may be used: passive solutions include the employment of
thermal vias within the packagefor heat conduction,while
active cooling may employ advancedcooling and packaging
techniques,for example, for spot cooling. Active cooling
techniques,for the most part, are not economicallyviable
today, but this may changeas technologyprogresses.Novel
researchtechniquesarenecessaryto incorporatetheseeffects
for chip-packagethermalcodesign.

E. Three-dimensionalCircuits

Three dimensional(3D) circuit technologiesoffer an in-
triguing possibility for the future, and several practical 3D
strategies have beendevelopedboth in industry [38] and in
academia[39]. By vertically stackinglayersof active devices,
3D technologiessucceedin signi�cantly reducingthe lengths
of on-chip wires, and hencethe delays.However, this also
resultsin packinga largernumberof devices,or heatsources,
per unit volume, resulting in aggravated thermal problems.
Challengesin 3D design include placement,�oorplanning
and thermal via insertion and several techniqueshave been
proposedto solve this issue[4], [36].
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