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Energy/Delay Tradeoffs in All-Spin Logic Circuits
Zhaoxin Liang and Sachin S. Sapatnekar, Fellow, IEEE

Abstract—All-spin logic (ASL) is a spin-based candidate for
implementing logic in next generation designs. The energy and
delay of ASL circuits are both inherently related to the geometric
parameters of ASL gates, and careful selection of the dimensions
for ASL gates is required to achieve optimal performance. In this
work, a trade-off relation between energy and delay is explored
to optimally size the magnets and channels in an ASL gate to
provide an optimal balance under various delay and energy
demands. Results on optimizing interconnects and benchmark
circuits are presented.

Index Terms—All-spin logic, spintronics, sizing, optimization.

I. INTRODUCTION

Spin-based computing is a post-CMOS technology can-
didate that has recently seen an increased research focus.
For spin-based logic, nonlocal spin transfer devices are very
promising, particularly All-Spin Logic (ASL) [1]–[7].
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Fig. 1. (a) A three-magnet/two-channel ASL circuit. (b) Its energy and delay.

In this paper, we study methods for improving the perfor-
mance of ASL circuits through careful selection of the dimen-
sions of circuit elements, resulting in energy-delay tradeoffs.
To motivate the problem, consider an ASL structure with three
magnets connected by two separated channels in Fig. 1(a). We
fix the dimensions of the input/output magnets and channels
and examine the energy and delay impact of changing the
length, lm,2, of the middle magnet, temporarily assuming
that this value can be varied continuously. Increasing lm,2
increases energy at both the input and output sides. However,
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the delay impact is nonmonotonic: the time required to switch
the middle magnet increases because a larger magnet requires
more spin torque, but the switching time of the output magnet
reduces since a larger middle magnet can deliver more spin
torque. Thus, there is an overall energy/delay trade-off relation,
as shown in Fig 1(b). Further, the choice of channel length also
affects switching speed in such nonlocal spin valve structures
[8]–[10], implying that buffer insertion in a long interconnect
can help in reducing wire delays.

The major contribution of our work is in developing and
assembling a modeling and optimization framework for per-
formance optimization of general ASL circuits through magnet
sizing and buffer insertion, and the demonstration of the
energy/delay trade-off relation during the optimization. We in-
troduce energy and delay models for ASL circuits (Section II)
and show the impact of geometric parameters on performance
(Section III). An optimization problem formulation is proposed
(Section IV) to obtain energy-delay tradeoffs. We show results
on a long interconnect line and large benchmarks under
multiple technologies (Section V) and conclude in Section VI.

II. ASL PERFORMANCE MODELING

A. Structure of a basic ASL gate
A basic ASL gate [1] consists of three major components

as shown in Fig. 2: an input magnet at left that polarizes
the charge current and injects spin current into the channel,
a channel that transfers the spin current from input magnet
to output magnet, and an output magnet that sets its state
based on the incoming spin torque. A metal contact, connected
to the supply voltage, lies above each magnet, and a ground
connection is placed beneath the input end of the channel.
To allow a magnet to serve both as output to its previous
magnet and input to its following magnet, an isolation feature
is placed under it, separating the part of the channel beneath
the magnet into two segments – an input and an output side –
thus ensuring that the input and output spin currents interact
minimally. Since this is a drawn feature, its size is constrained
by lithography and corresponds to the minimum feature size.

For the ASL inverter in Fig. 2, at the input side, a charge
current (solid arrow) flows from Vdd to ground. The polarizing
action of the input magnet results in a spin accumulation,
opposite to the magnet spin, at the input end and this diffuses
towards the output (dotted arrow), creating a spin torque at
the output end that sets the output magnet state. A buffer is
similar in structure, except that the role of Vdd and ground are
interchanged: this ensures that the input magnet introduces a
spin current of the same polarity into the channel.

B. An analytical model for switching delay in ASL circuits
For the gate in Fig. 2, annotated with its geometrical param-

eters, we consider each contributor to switching: spin current
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generation at the input, non-local spin transport through the
channel, and spin-torque-based switching at the output.

Fig. 2. Structure of a basic ASL gate.

1) Charge current at the input magnet: The injected charge
current is converted to spin current at the input end of the
channel. For the structure in Fig. 2, the positioning of the
ground terminal on the input side, along with the presence
of the isolation feature, introduces an asymmetry that causes
charge current, Ic, to be injected to the input side, given by:

Ic =
Vdd

Rs +Rm +Rn +Rg
(1)

where Rs, Rm, Rn, and Rg indicate the resistance of the
contact to supply voltage, magnet, channel, and ground con-
nection, respectively, on the input side. The parasitics of both
the supply and ground connections are included in the Rs and
Rg , ensuring that the ohmic loss associated with power and
ground distribution are incorporated in our models. The other
two quantities, Rm and Rn, can be calculated as:

Rm =
ρF tm
AF,1/2

, Rn =
ρN tn
wn · ln

(2)

where AF,1 = wm,1lm,1 is the interface area between the
magnet and contact, with width wm,1 and length lm,1. The
factor of 2 indicates that only half of the magnet is effectively
available for injecting charge/spin current; the other half
receives spin current from the gate that drives this magnet.
The area AN = wn · ln between the magnet and channel is
used for calculating the channel resistance. The parameters ρF
and ρN are the resistivity of magnet and channel, and tm and
tn are the thickness of magnet and channel, respectively.

2) Spin transfer through the channel: The charge current
at the input magnet is transformed into a spin current at
the source end, which drifts down towards an output magnet
through a lossy interconnect medium. We capture these factors
and arrive at an expression for the input–output delay of
an ASL gate. For a single fanout structure, i.e., a channel
without branches, such as an ASL inverter or buffer, the spin
current can be calculated by an analytical expression for the
spin injection efficiency, while in more complicated structures
with multiple fanouts, the spin current at each output can be
evaluated using numerical computations [6].

The spin injection efficiency, η, is the ratio of the spin
current, Is, at the end of the channel to the injected charge
current, Ic. In a single-fanout structure, η is given by [2], [11]:

η =
Is
Ic

=
e−L/λNx1P1

(1 + x1)(1 + x2)− e−2L/λN
, (3)

where L is the length along the channel from the point of
injection of spin current at the input magnet to the channel
region below the output magnet, and λN is the spin diffusion
length of the channel. The terms x1 and x2 are defined as:

x1 =
2R1

RN (1− P 2
1 )
, x2 =

2R2

RN (1− P 2
2 )
, (4)

where P1 and P2 are the polarization factors for the input
and output magnets, respectively, R1 and R2 are the spin
accumulation resistances for the input and output magnet,
respectively, and RN is the spin accumulation resistance of
the channel. These terms are given by:

R{1,2} =
ρFλF

AF{1,2}/2
=

2ρFλF
wm{1,2} · lm{1,2}

, (5)

RN =
ρNλN
AN

=
ρNλN
wn · tn

(6)

with λF and λN standing for the spin diffusion lengths and
ρF and ρN being the resistivities, with subscripts F and N
for the ferromagnet and channel, respectively.

C. Switching the output magnet

The Landau-Lifschitz-Gilbert (LLG) [12] equation describes
the magnet switching dynamics due to a spin current:

d~m

dt
= −|γ|~m× ~Heff + α~m× d~m

dt
− 1

qNs
~m× (~m× ~Is) (7)

Vector ~m indicates the normalized magnetization and changes
from 1 to −1 or the opposite during switching over a time
variable t, γ is the gyromagnetic ratio, α is the Gilbert
damping coefficient, q is the electron charge, and Ns is the
net number of Bohr magnetons of the magnet to be switched.
The effective magnetization field, ~Heff, consists of the uniaxial
anisotropy field ~Hk and demagnetizing field ~Hd. For in-plane
magnet structures, ~Hk is dominated by ~Hd.

A complete analysis of the LLG equation is computationally
intensive, especially within the inner loop of an optimizer.
However, the equation can be used to infer information about
the switching time tsw under a spin torque switching current in
a computationally inexpensive way. From Equation (3), writing
the spin current at the end of the channel as Is = ηIc, the
switching time of the gate is given by [2].

tsw = 2fswqNs/(ηIc) (8)

where Ic is given by Equation (1). The factor fsw captures the
fact that the spin current is partly responsible for switching,
and the switching event also includes contributions from
other related fields. In [2], fsw was considered over a single
magnet size, but our optimizer requires fsw over a range of
magnet sizes. In Section III-C, we will show that fsw is well
approximated as a constant over a wide range of magnet sizes.

1) Delay in multifanin/multifanout structures: General ASL
gates are based on majority logic and involve more complex
structures than that in Fig. 2. For example, Fig. 3(a) represents
an ASL NAND gate with two fanouts, and the channel has
multifanin and multifanout substructures. For such structures,
there is no known simple analytical form for the spin current,
analogous to Equation (3), at the output magnet(s). However,



3

the spin current at each output magnet can be calculated
numerically by dividing the channel into wire segments [6].

Specifically, each component in the circuit – the input and
output magnets as well as channel segments – can be described
as a π–network of conductance matrices. By considering each
logic stage separately, we divide this into two substructures
and based on the π structures for each stage, illustrated in
Fig. 3(b), we form a modified nodal analysis (MNA) matrix
for the system and solve the resulting set of equations to obtain
the charge and spin currents at any nodes. The currents injected
into output magnets are then used to compute the spin injection
efficiency, replacing the closed form in Equation (3), and the
remainder of the process of computing tsw is identical to the
single-fanout case. A complete description of this intercon-
nect model, along with a comparative evaluation against the
analytical model, is provided in the Supplementary Material.

(a)

(b)

Fig. 3. (a) A two-input ASL NAND gate with two fanouts [6] and (b) its
lumped circuit model.

2) From gate delays to circuit delays: Computing circuit
delays from gate delays is a relatively straightforward process.
As in static timing analysis for CMOS circuits, once the delays
of each logic stage (i.e., a gate and its fanout interconnect) are
computed using techniques described earlier in this section, a
topological traversal from the primary inputs to the primary
outputs can be used to find the delay of the circuit.

D. Modeling ASL switching energy

For any single-fanout or multifanout structure, the energy
that is supplied comes from the Vdd source. Over a switching
period, T , the total energy E for the gate is given by [2] as
E = VddIcT . Note that the energy dissipation can be attributed
to the charge current, and the spin diffusion current and spin
torque at the output are a consequence of the charge current.
Therefore, for a logic circuit consisting of an interconnection
of gates, the energy can be computed as:

E =
∑

all magnets i VddIc,iT (9)

where Ic,i is the charge current injected into the magnet i.

III. IMPACT OF ASL GEOMETRIES

From the analysis of the energy and delay models in
Section II, it can be seen that the dimensions of the magnets
enter into several expressions. We now analyze the impact of
geometry choices on circuit performance, specifically focusing
on optimizable layout parameters: the magnet length and the
channel length. We assume that technology-specific parame-
ters such as the magnet thickness or channel thickness are
fixed. We consider each component of switching one by one.
For illustration, we will primarily consider the ASL inverter
in Fig. 2: the quantities associated with the input and output
magnet are represented with the subscript 1 and 2, respectively.

A. Influence on charge current injection

The dependence of the injected charge current, Ic,1, and the
geometry can be shown by combining Equations (1) and (2):

Ic,1 =
Vdd

Rs,1 +Rn,1 +Rm,1 +Rg
=

Vdd
r1/lm,1 + r2

(10)

where r1 and r2 are constants that absorb terms other than
the optimizable layout parameters listed above. The value of
Ic,1 is directly related to the system energy, as indicated by
Equation (9), and as we will see soon, also the delay.

B. Influence on non-local spin transfer

The charge current creates spin current that is transported
across the channel to the output magnet. For the single-fanout
ASL inverter, an analytical expression for the spin current at
the output magnet can be derived based on spin injection
efficiency η and charge current at the input magnet Ic as
Is = ηIc. From Equations (3), (4), and (10), the dependence
of Is on the magnet lengths and channel lengths is given by:

Is =
k1Vdde

−L/λN[(
1 + k2

lm,1

)(
1 +

k′2
lm,2

)
− e−2L/λN

]
(r1 + r2lm,1)

(11)

where k1, k2, and k′2 are constants that absorb all fixed
geometry parameters, which depend on technology-specific
parameters, as well as material and physical constants.

This expression can be analyzed to understand how the spin
current changes with the magnet and channel geometries in the
ASL inverter. We focus on the optimizable layout parameters:
the lengths of the input and output magnets, lm,1 and lm,2,
and the length of the channel, L. It can be seen that
• Increases in lm,1 and lm,2 will result in a larger spin

current at the output magnets. The increase with lm,1
occurs because a larger input magnet has a smaller
resistance and injects more charge current, resulting in
larger spin current at the output magnet. A larger output
magnet as the result of longer lm,2 absorbs more spin
current from the channel, improving η.

• A longer channel length, L, results in weakened spin
current at the output magnet, i.e., spin diffusion becomes
more inefficient with increasing channel length.
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For the multifanin/multifanout case, these closed-form ex-
pressions cannot be used, but the impact of changing these
parameters broadly follows the same trend as described above.

C. Influence on the switching of the output magnet

The spin current at the end of the channel switches the
output magnet, as governed by the LLG equation, with an
input-to-output switching delay as expressed in Equation (8),
based on an integration of the LLG equation over time. We
assume the magnet to be a single domain since macrospin
simulation is a good approximation to reflect the switching
time trends, as influenced by various factors [13].

This integration involves two geometry-dependent terms.
The first is the net number of Bohr magnetons, Ns, of the
output magnet is proportional to its volume through Ns =
MsV/µB , with µB as the unit Bohr magneton. This factor
appears and affects tsw through Equation (8). The second is
the demagnetizing field ~Hd, an internal field related to the
saturated magnetization, Ms, and demagnetizing factor, Nd,
through the relation ~Hd = NdMs ~m. The demagnetizing factor
Nd of a magnet is a function of its dimensions and shape.
We follow the equation in [14] to calculate the demagnetizing
field along all three axes for a rectangular prism in our LLG
simulation. The effective anisotropy constant is calculated
as K = (Nxx − Nyy)M2

s /2, with Nxx and Nyy being
the demagnetizing factor along the minor and major axes.
Based to our geometric and physical parameter settings, we
find that the minimum thermal stability for the magnet sizes
we consider is 29.5kBT , corresponding to a retention time
of 6.7 × 103s, which is adequate for the circuit switching
frequencies considered in this work. The impact of ~Hd is
incorporated in factor fsw in Equation (8).
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Fig. 4. LLG simulation results and corresponding curves from analytical
equations with fsw = 4.7 for relation between tsw and Is under various
magnet lengths (15nm, 30nm, 45nm, 60m, and 75nm).

In order to precharacterize the factor fsw and determine
how it varies with ASL geometries, we design a series of
simulations to examine the influence of magnet geometries to
the relation between switching time tsw and spin current Is.
We choose a discrete set of magnet lengths in the range from
30nm to 100nm. The parameters we used in the simulations
are the same with those given later in Table I in Section V-A
with the damping factor α = 0.007 [2].

As shown in Figure 4, the switching time tsw under a series
spin currents Is for various magnet lengths is obtained through

LLG simulations and denoted by square markers. A data fitting
procedure was then performed based on Equation (8), and
the best fit, shown by the continuous curves in the figure,
is seen to match the data points well at each magnet size. For
the specific parameters used in this experiment, we obtained
fsw = 4.7, and the figure demonstrates that fsw does not
change significantly with geometry, i.e., the geometric impact
through ~Hd is minimal.

Therefore, from Equations (8) and (11),

tsw =
lm,2

[(
1 + k2

lm,1

)(
1 +

k′2
lm,2

)
− e−

2L
λN

]
(r1 + r2lm,1)

k′1Vdde
− L
λN

(12)
where k′1 modifies k1 to capture the constants in 2fswqNs.

IV. OPTIMIZATION

The net conclusion of our analysis in Equation (12) is that
the switching time tsw of an ASL inverter stage
• reduces sublinearly with lm,1,
• increases linearly with lm,2, and
• reduces by an exponential dependence with L.
Therefore, the switching delay can be improved by adjusting

the sizes of the magnets and reducing the length of the channel.
For a global interconnect of fixed length, the insertion of
buffers/inverters can reduce switching times by reducing chan-
nel lengths between buffers, with overheads due to the intrinsic
delays of individual buffers. We now develop optimization
formulations for an ASL buffer chain and a general circuit.

A. Optimization of an ASL buffer chain

1) Problem formulation: We now present an optimization
formulation that optimizes the energy and delay of a long wire,
driven by an ASL buffer and feeding an ASL load, through
buffer insertion and sizing. We keep the width of each magnet
constant, setting it to the width of the channel for better spin
injection into the channel, and optimize the lengths of the
magnets. The insertion of n buffers divides the wire of length
L into n + 1 stages of length Li, 1 ≤ i ≤ n + 1. In the
ith stage, we denote the input magnet length by lm,i and the
output magnet length by lm,i+1; note that the output magnet
for the ith channel also serves as the (i+ 1)th input magnet.

Denoting the delay from the ith to the (i + 1)th buffer in
the buffer chain as Ti(lm,i, lm,i+1, Li), the total delay is:

Ttot =
∑n+1
i=1 Ti(lm,i, lm,i+1, Li) (13)

and the total energy over a clock period of Pclc is:

Etot =
(∑n+1

i=1 VddIc,i

)
Pclc (14)

The optimization problem can be formulated as minimizing
the energy over a delay constraint related to Pclc, as:

minimizelm,i,Li
(∑n+1

j=1 VddIc,j

)
subject to

∑n+1
i=1 Ti(lm,i, lm,i+1, Li) ≤ Pclc

(15)
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2) Buffer optimization as a posynomial programming prob-
lem: In this section, we consider a simpler and more practical
version of the optimization problem in (15), using equal
channel lengths, and then optimizing the magnet lengths. We
show that for the buffer chain, the total delay and the energy
consumption of the ASL circuit are both posynomial functions,
which implies that the optimization problem is a posynomial
program [15] that can be solved to find the length of each
magnet as well as the interconnect length in each stage. These
problems can be efficiently solved with concrete guarantees
of optimality since, unlike general nonlinear optimization
problems, posynomail programs possess the property that any
local minimum is a global minimum. In Section V, we will use
a posynomial program solver, gpposy from the geometrical
programming optimizer GGPLAB [16] to optimize these ASL
circuits. To the best of our knowledge, this is the first time
this problem has been formulated as a posynomial program.

For a buffer chain with n magnets inserted between input
and output magnets, we denote the length of the ith magnet by
lm,i and assume that the channel length between two magnets
is equal, i.e., Li = L/(n+1), and the magnet width is constant
and set to the minimum value. The total delay for the buffer
chain can be obtained from Equation (12) and (13) as:

Ttot =
1

k′1Vdde
−Li/λN

(
n+1∑
i=1

lm,i+1 (r1 + r2lm,i) ·[(
1 +

k2
lm,i

)(
1 +

k′2
lm,i+1

)
− e−2Li/λN

])
(16)

Assuming the buffer chain is run at its fastest speed, with
Pclc = Ttot, then the total energy Etot for the buffer chain is
derived from Equations (10), (12), and (14) as:

Etot =
Vdd

k′1e
−Li/λN

(
n+1∑
i=1

lm,i
r1 + r2lm,i

)(
n+1∑
i=1

lm,i+1·

(r1 + r2lm,i)

[(
1 +

k2
lm,i

)(
1 +

k′2
lm,i+1

)
− e−2Li/λN

])
(17)

In Equation (16) and (17), if we take Ttot and Etot as
functions of lm,i, the coefficients for all terms that include lm,i
are always positive. Therefore, both functions are posynomial.
It can be shown that even when the Li values are not uniform,
these are posynomial functions in lm,i and Li.

For a more specific case where all magnets are assumed
to have the same length, i.e., lm,i is the same for all i, it is
possible to find a closed form minimum for the delay of the
buffer chain. Using Equation (16), the delay for the optimal
lm can be shown as:

Ttot =
n+ 1

k′1Vdde
− Li
λN

(
r2k2k

′
2

lm
+
[
r1(1− e−

2Li
λN ) + r2k2+

r2k
′
2] lm + r2(1− e−

2Li
λN )l2m + r1k2 + r1k

′
2 + r2k2k

′
2

)
(18)

Note that in the above formulation all the coefficients of lm
are positive and therefore it is a polynomial of lm, leading to
a closed form solution of lm for minimum delay.

B. Formulation for a general circuit

We now consider the sizing problem without buffer insertion
for a user-specified clock period, Pclc. The energy consumed
by an ASL circuit over the clock period is the summation of
contributions over all gates in the circuit:

Etot =
(∑

j VjIc,j

)
Pclc (19)

The optimization problem of geometries for an ASL circuit to
give minimum delay under certain delay requirement is:

minimizelm,i,Li
∑
j VjIc,j

subject to Ttot ≤ Pclc
(20)

where Ttot is the delay of the critical path.
In order to explore the maximum amount of delay reduction

that can be achieved through the optimization, we propose an
optimization algorithm for general circuits and its pseudocode
is shown in Algorithm 1. It solves the above formulation using
a variant of the TILOS alogrithm [17].

Algorithm 1 Geometric optimization for ASL circuit
Input: Circuit netlist and placement result;

Incremental length multiplier α.
Output: Delay, energy consumption and sizes of magnets.
1: Compute initial circuit delay T0 and critical path.
2: Tmin ← T0.
3: i← 1.
4: repeat
5: for each magnet j on critical path do
6: if lj × α < lupper-bound then
7: Calculate the sensitivity ∂Delayj/∂Powerj from sizing magnet j.
8: end if
9: end for

10: Identify the magnet k with the most negative sensitivity.
11: lk ← lk × α.
12: Compute corresponding circuit delay Ti and new critical path.
13: Tmin ← Ti.
14: i← i+ 1.
15: until Ti ≥ Tmin.

Line 1 calculates the initial delay of the circuit based on the
netlist and ASL gate and interconnect delays (Section II-B)
and finds out the critical path. Initial assignment for the
minimum circuit delay is performed in lines 2–3. Next, lines
5–9 compute the sensitivity, ∂Delayj/∂Powerj , for each
magnet in the gates on the critical path if its size will not
exceed the upper-bound of magnet size lupper-bound after being
sized up. This sensitivity is numerically achieved by upsizing
one magnet by a geometric factor α at a time and calculating
the delay reduction and power increase caused by changing
this single magnet. By our algorithm, delay of the circuit
is reduced with the minimal amount of power penalty. Line
10 then finds out the magnet with largest impact on circuit
delay and sizes it up by a factor α to get the largest delay
improvement for the smallest overhead (line 11). The circuit
delay in iteration i is updated as Ti (lines 12–13), and the
process continues until the stopping criterion is met when no
more delay improvement can be made (lines 4, 14–15). This
provides the tradeoff curve of interest.

V. RESULTS

A. Simulation parameters

We present some material and geometric parameters used in
our simulations in Table I. These parameters, chosen in con-
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sultation with technologists, are intended to be representative
and indicative of current and future technologies.

To realistically estimate the ohmic loss of the power delivery
network in Equation (1), we evaluated a standard set of
power grid benchmarks [18], and determined that the effective
resistance from each pin to the supply node is on the order
of 0.25Ω. Since these benchmarks evaluate the top few layers
of a power grid (a typical number is five layers), we multiply
this number by 2× to model the impact of lower metal layers.
Therefore, we use an effective resistance of 0.5Ω each for the
supply and the ground line. This effective resistance is effec-
tively translated into a dimension of 140nm×140nm×1400nm
in width, thickness, and length, respectively, where the cross-
sectional dimensions are based on [19]. We note that for an
efficient ASL implementation, it is essential for the power grid
resistance to be around this value, which is lower than the
corresponding value for CMOS technologies. This is because
Rm +Rn ≈ 7Ω, and if Rs +Rg is much larger, then a large
fraction of power will be wastefully dissipated in the power
grid resistors.

TABLE I
MATERIAL AND GEOMETRIC PARAMETERS.

Parameter Value
Ms (saturation magnetization) 780 × 103A/m [2]
ρF (resistivity of magnet) 170Ω·nm [2] [20]
ρN (resistivity of channel) 7Ω·nm [2] [20]
wm (width of magnet) 10nm
tm (thickness of magnet) 5nm
wn (width of channel) 20nm
tn (thickness of channel) 30nm

For parameters that most closely affect performance metrics,
recognizing that the technology is rapidly evolving today,
we explore a range of values in our experiments that reflect
various technology scenarios to reflect current-day and project
future technologies. In our experiments, the value of λF
is chosen in the range of 5nm to 50nm [4] [20], and the
polarization factor P from 0.5 to 0.7 [11]. The channel
spin diffusion length, λN , can take values in a large range
since various materials could be considered [21]. Given this
background and the strong materials research in this area, we
choose two possible values of λN of 450nm and 1000nm,
which could represent the spin diffusion lengths of bulk copper
under room temperature and low temperature from various
experimental measurements [21], [22]. However, as pointed
out by [22] and [23], the spin diffusion length will degrade
significantly due to size effects. Therefore, two more sets
of simulations with λN of 180nm and 400nm are added,
corresponding to a degradation to 40% of the bulk values,
estimated under the channel dimensions in our work through
the results shown in [22]. The supply voltage is chosen in
10mV–30mV range [2]. It is unrealistic to show results for
all cross-products of these choices, and we focus on two
parameter sets with bulk and degraded spin diffusion lengths
in Table II: from parameter set 1, a nearer-term technology, to
set 2 for projected technologies and with higher Vdd.

We calculate switching time and energy, static timing anal-
ysis, and optimizations using MATLAB and C++ on a 2.53

GHz Intel Core i3 with 4GB RAM.

TABLE II
THREE PARAMETER CHOICES FOR P , λN , AND Vdd .

Values of technology nodes
Parameter set 1 2
P (magnet polarization factor) 0.5 0.6
λN (spin diffusion length, bulk /
degraded, nm) 450 / 180 1000 / 400

Vdd (supply voltage, mV) 10 30
wc (channel width, nm) 10 20
tc (channel thickness, nm) 20 30

B. Optimizing a buffered wire

We provide a simple example of a ASL buffer chain to
illustrate the use of the posynomial formulation to individually
optimize the size of each magnet. A total interconnect length
of 1800nm is considered with nine equally-spaced buffers
inserted between the input and output magnets. We consider
the spin diffusion length of magnet λF = 14.5nm [21],
channel width wn = 20nm, and thickness tn = 30nm. The
length of the input magnet and output magnet are both set
to 30nm. The posynomial formulation is fed to the GGPLAB
solver [16], which optimizes the length of each magnets to
minimizes the delay of the entire buffer chain. These optimized
lengths (chosen to be multiples of the feature size, 10nm) are
shown in Table IV for the case when 9 buffers are inserted.

TABLE IV
OPTIMIZED MAGNET LENGTHS (NM) FOR MINIMAL DELAY ON A LINE

WITH 9 BUFFERS BETWEEN FIXED-SIZE INPUT AND OUTPUT MAGNETS.

In 1 2 3 4 5 6 7 8 9 Out
30 80 90 90 100 100 100 100 100 90 30

Next, we repeat these posynomial programming optimiza-
tions for a set of buffer chains with a varying number of
buffers under the above technology parameters based on
optimization (15). For a specified number of equally-spaced
buffers (n), we provide the delay and corresponding energy
under three cases in Fig. 5: (i) Optimized delay: the length
of each magnet is sized individually for optimal delay; (ii)
Closed-form delay: All the inserted magnets are assumed to
have the same length, i.e., lm,i = lm,i+1 = lm, except for the
first and last magnet in the buffer chain, whose lengths are
fixed. In this case the delay is very similar to the situation
described in Equation (18) and a closed form solution of lm
can still be found for the minimum delay; (iii) Unoptimized
delay: The lengths of all inserted magnets are of minimum
length 30nm, i.e., no optimization is performed. The nature
of these curves is similar for each value of the spin diffusion
length in Table II, and we choose a representative value of
400nm to illustrate the results. The zero buffer case is not
considered as it cannot supply the critical spin current, Icrs ,
required for switching the output [2].

As shown in Figure 5(a), the minimum delay occurs when
four magnets are inserted, corresponding to a delay of 37.6ns
for the case where each inserted magnet is sized individually.
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TABLE III
DELAY BEFORE OPTIMIZATION (UNSIZED), DELAY AFTER OPTIMIZATION (SIZED), IMPROVEMENT IN PERCENTAGE, AND RUNTIME OF OPTIMIZATION

PROGRAM UNDER TWO PARAMETER SETS WITH BULK / DEGRADED λN OF CHANNEL MATERIAL FOR THE ISCAS-85 BENCHMARKS.

Parameter Set 1 Parameter Set 2
Ckt. Unsized

Delay (ns)
Sized

Delay (ns)
Improvement

(%)
Runtime

(s)
Unsized

Delay (ns)
Sized

Delay (ns)
Improvement

(%)
Runtime

(s)
C17 39.2 / 45.1 30.0 / 33.5 23.5 / 25.7 0.10 / 0.16 5.75 / 7.19 3.77 / 4.61 34.4 / 35.9 0.10 / 0.14
C432 422.0 / 495.1 352.8 / 402.8 16.4 / 18.6 5.03 / 14.7 58.0 / 72.9 41.0 / 50.8 29.3 / 30.3 8.1 / 11.1
C499 418.5 / 498.9 360.4 / 415.1 13.9 / 16.8 5.74 / 42.4 50.8 / 66.1 37.9 / 48.4 25.4 / 26.8 19.2 / 39.6
C880 374.6 / 441.0 316.5 / 363.9 15.5 / 17.5 3.20 / 11.1 49.8 / 63.2 35.7 / 44.6 28.3 / 29.4 4.1 / 7.8
C1355 352.8 / 418.9 297.9 / 345.0 15.6 / 17.6 20.7 / 68.6 45.2 / 57.7 32.8 / 41.4 27.4 / 28.2 31.3 / 57.2
C1908 481.2 / 567.2 407.6 / 465.1 15.3 / 18.0 14.8 / 54.8 63.7 / 79.2 46.0 / 56.7 27.8 / 28.4 25.4 / 44.1
C2670 427.7 / 509.0 367.3 / 427.5 14.1 / 16.0 4.07 / 18.8 49.5 / 64.9 37.1 / 48.0 25.1 / 26.0 7.3 / 15.6
C3540 647.1 / 763.8 549.7 / 630.1 15.1 / 17.5 17.2 / 53.5 83.3 / 106.2 60.7 / 75.9 27.1 / 28.5 32.9 / 52.1
C5315 551.7 / 646.9 468.0 / 536.0 15.2 / 17.1 11.5 / 45.1 70.9 / 89.6 51.1 / 64.2 28.9 / 28.3 21.4 / 38.3
C6288 1384.7 / 1610.3 1161.9 / 1305.2 16.1 / 18.9 158.8 / 412.3 198.4 / 242.0 141.8 / 169.5 28.5 / 30.0 369.6 / 499.4
C7552 662.7 / 793.3 573.6 / 668.5 13.4 / 15.7 20.0 / 82.1 77.6 / 101.0 58.0 / 74.8 25.3 / 25.9 25.6 / 64.6
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Fig. 5. The (a) delay and (b) energy of the buffer chain under three different
cases vs. number of inserted buffers.

As a comparison, the delay with the same number of unsized
magnet insertion is 44.9ns, implying that the optimization
provides a 16.3% improvement with only a small energy
overhead, as shown in Fig. 5(b). It is also observed that when
all magnets are identically sized, the delay curve virtually
coincides with that for the individually-sized case. Therefore,
the closed form is a fast predictor for the optimal delay.

It is noteworthy that these optimizations employ the analyti-
cal method described in Section II-B. An alternative to analyt-
ical modeling is the MNA-based modeling method described
in Section II-C1. Although the results obtained by these two
modeling methods are close to each other only under certain
specific conditions, the analytical modeling method shows
a good fidelity in finding minimum delay and is therefore
very useful for delay optimization. Further details about the
comparison of the two modeling methods and the notion of
fidelity are provided in the Supplementary Material.

C. Optimization of benchmark circuits

In order to demonstrate the feasibility and the benefits
of our optimization methods on general ASL circuits, we
tested Algorithm 1 on ISCAS85 benchmark circuits. The
benchmarks are placed using CAPO placement tool [24], using
an estimation of the ASL cell area, with magnet lengths
changed at a granularity of 10nm steps.

A buffer insertion step is performed for any interconnect
longer than L0 to strengthen the signal before the circuit is
optimized through Algorithm 1. In the optimization for ISCAS
benchmarks, we choose L0 to be equal to λN , because in
the π model for the channel mentioned in Section II-C1, the
spin signal loss will be close to saturation when the ratio

L/λN exceeds 1. The row utilization leaves sufficient space
for inserting buffers and sizing these cells.

Two sets of parameters, representing two technologies as
shown in Table II are used. The delay before optimization,
after optimization, improvement in percentage, and the runtime
for each benchmark under the two technology parameter sets
with bulk and degraded spin diffusion lengths are shown in Ta-
ble III. Although the degradation of spin diffusion length will
inevitably induce higher delay, optimization through sizing
could still bring a good amount of improvements for all circuit
benchmarks, indicating the effectiveness and robustness of our
algorithm across various technologies. Various techniques have
been applied to enhance the efficiency of Algorithm 1, includ-
ing the use of a precharacterized look-up table for intrinsic
delay of ASL gates and incremental timing analysis after a
change in the TILOS-like optimization algorithm. It can be
seen from Table III that the more advanced technologies have
shorter delays and larger delay improvements with reasonable
runtime on the ISCAS85 benchmark circuits.

Detailed results are presented for the C6288 benchmark
under the two technology parameters with bulk and degraded
spin diffusion lengths of Table II to demonstrate the effective-
ness of our optimization algorithm. The delay-power trade-
off curve under parameter set 1 is shown in Fig. 6(a). The
optimization begins at the highest delay, at the right of the
curve. As the delay reduces through the optimization, the
power increases as a penalty. The delay reduction and energy
for C6288 benchmark is shown in Fig. 6(b) and clearly through
each iteration, the delay of the circuit keeps decreasing.
The energy, however, behaves differently. At the beginning
of the optimization, it decreases together with delay since
sizing the gates helps overcome gross inefficiencies in the
interconnect bottleneck. The reduction of delay dominates the
power increase in the power-delay product at this moment.
As the benefit of delay reduction becomes smaller as the
optimization proceeds, the increase in power finally dominates
and the energy starts to increase. Similar trends are seen under
three other sets of results. The trend of power-delay curves
indicates that at the beginning of the optimization, power is
relatively insensitive to upsizing of the magnets, yet as the
magnets on the critical path become larger and are still sized
up for smaller delay, power becomes more sensitive to sizing.



8

Delay (us)
1.15 1.2 1.25 1.3 1.35

N
o
rm

al
iz

ed
 P

o
w

er

1

1.05

1.1

(a)

Number of Iterations (k)
0 0.5 1

D
el

ay
 (

u
s)

1.1

1.2

1.3

1.4

E
n

er
g

y
 (

n
J)

260

270

280

290

300
Delay
Energy

(b)

Delay (us)
1.3 1.4 1.5 1.6

N
o
rm

al
iz

ed
 P

o
w

er

1

1.05

1.1

(c)

Number of Iterations (k)
0 0.5 1 1.5 2

D
el

ay
 (

u
s)

1.25

1.45

1.65

E
n
er

g
y
 (

n
J)

450

500

550
Delay
Energy

(d)

Delay (ns)
140 160 180 200

N
o

rm
al

iz
ed

 P
o

w
er

1

1.1

1.2

1.3

1.4

(e)

Number of Iterations (k)
0 1 2 3 4

D
el

ay
 (

n
s)

140

160

180

200

E
n
er

g
y
 (

n
J)

270

285

300
Delay
Energy

(f)

Delay (ns)
180 200 220 240

N
o
rm

al
iz

ed
 P

o
w

er

1

1.1

1.2

1.3

(g)

Number of Iterations (k)
0 1 2 3 4

D
el

ay
 (

n
s)

160

190

220

250

E
n
er

g
y
 (

n
J)

390

410

430

450
Delay
Energy

(h)

Fig. 6. Relation between delay and power C6288 through optimization (left)
and change in delay and energy through optimization iterations (right). (a), (b):
parameter set 1 with bulk spin diffusion length of 450nm; (c), (d): parameter
set 1 with degraded spin diffusion length of 180nm; (e), (f): parameter set
2 with bulk spin diffusion length of 1000nm; (g), (h): parameter set 2 with
degraded spin diffusion length of 400nm.

VI. CONCLUSION

This paper has explored the energy/delay trade-off relation
and presented a systematic approach to optimizing ASL cir-
cuits. We have presented a posynomial programming approach
for buffered lines and a numerical optimization scheme for
general circuits. Under realistic parameters that include factors
such as degradation in the spin diffusion length due to scaling,
our results demonstrate the utility of sizing ASL circuits
to reduce delay by about 30%. This framework can enable
technology-circuit codesign by allowing the evaluation of
technology parameters on circuit performance.
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SUPPLEMENTARY MATERIAL

S.1 SPIN TRANSFER THROUGH THE CHANNEL USING
MODIFIED NODAL ANALYSIS

S.1.1 A numerical model for modeling ASL circuit performance

An alternative to the analytical model mentioned in Sec-
tion II-B is a numerical method, based on Modified Nodal
Analysis (MNA), which enables fast simulations for spintronic
circuits and can handle more complicated structures in the
spintronic circuits [2], [4]–[6]. In this section we will briefly
review this modeling method and show how to use it to
calculate the spin injection efficiency in the non-local spin
valve structure. The spin injection efficiency in the ASL
inverter can be calculated in a similar way.

For each component in the non-local spin valve structure,
a π–network of conductance matrices can be constructed.
Every π–network is composed of two kinds of matrices: (a) a
series conductance matrix that captures the relation between
charge/spin voltage drop and charge/spin current and (b) a
shunt conductance matrix that captures the dissipation of spin
current. We focus on two types of components for (I) the ferro-
magnet and (II) the non-magnetic channel and only present the
2x2 matrix formulation mentioned in [6].

S.1.1.1 π–network of conductance matrices for ferro-
magnet: For the ferro-magnet, its series and shunt matrices
are of the following form:

GseF =
1

ρL

(
1 p

p p2 + α csch
(
L
λF

))
, (21)

GshF =
1

ρL

(
0 0

0 α tanh
(

L
2λF

)) (22)

where α = (1 − p2)
(
L
λF

)
with p being the polarization

factor of the magnet, L being the length along the current
propagation direction of the magnet, and λF being the spin
diffusion length of the magnet. Note that the off–diagonal
components in the GseF indicate a coupling relation between
charge and spin voltages/currents.

S.1.1.2 π–network of conductance matrices for non-
magnetic channel: For the non-magnetic channel, its series
and shunt matrices are of the following form:

GseN =
1

ρL

(
1 0

0
(
L
λN

)
csch

(
L
λN

))
, (23)

GshN =
1

ρL

(
0 0

0
(
L
λN

)
tanh

(
L

2λN

)) (24)

where L being the length of the non-magnetic channel along
the direction that current propagates, and λN is the spin
diffusion length of the non-magnetic channel. The zeros in
the off-diagonal positions of matrix GseN imply that there is
no coupling between charge and spin quantities in the non-
magnetic channel.

S.1.1.3 Non-local spin valve structure represented by π–
network conductance matrices: With the above formulation
for each component in the non-local spin valve structure,
a representation for this structure can be constructed. The

corresponding structure for the basic ASL gate from Fig. 2
is shown in Fig. 7. The element stamps for all components
in the structure, described in the two sections above, can
be combined using a routine approach that creates the MNA
equations [25] to solve for the unknowns, i.e., the charge/spin
current and voltage in the structure.

Our analysis uses this method to calculate the spin injection
efficiency, which is the ratio of the output spin current through
magnet F2 versus the input charge current through magnet F1
as in Fig. 7. This modeling method is also convenient for
calculations of quantities in complicated ASL structures as
we show in Section II-C1. This is used to determine the spin
torque current that switches the output magnet, and is further
used to determine the gate delay.

Fig. 7. Inverter structure represented by pi–network conductance matrices.

S.1.2 Differences between analytical method and MNA method

In the paper, we have used two methods for modeling ASL
circuits, one based on an analytical model, and another based
on a numerical method derived from MNA. Due to its alge-
braic form, the analytical method is helpful in analyzing the
trends and impacts of the material or geometrical parameters
to the performance of ASL circuits. However, it is limited to
single fanout circuits, and the MNA modeling method is more
convenient and flexible in performing numerical analysis of
complicated ASL structures with multiple fanouts.

These two methods are fundamentally the same, and both
originate from the description of the diffusion behaviors for
the two types of spins [2], [11]. However, as pointed out
in [11], the analytical derivation makes the assumption that
the thickness of the input and output magnets is much larger
than the spin diffusion length of the magnet material. This
assumption was valid in the experimental case considered in
their paper and may not apply here since we are trying to
explore a larger design space for the dimensions of the ASL
structures where the magnets have very small geometries. Due
to the influence of this assumption, a performance metric of
interest under these two models may evaluate to inconsistent
values under certain cases. In this section, we provide a
numerical analysis of some discrepancies between these two
methods for key performance metrics in an ASL structure.

Fig. 8 shows the difference between the spin injection
efficiency by these two modeling methods under various ratio
of magnet thickness versus its spin diffusion length λF . It
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Fig. 8. Spin injection efficiency by two modeling methods under various ratio
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is seen that if the magnet thickness is greater than 4λF , the
discrepancies from two models start to become negligible.
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Fig. 9. The buffer chain delay optimization results generated by the analytical
and MNA-based modeling methods under a magnet thickness of 20nm with
a spin diffusion length of (b) λF = 5nm and (b) λF = 15nm.

Going beyond the spin injection efficiency to system-level
performance, we examine the impact of using the analytical
or MNA models for optimizing buffered wires under our
approach. Given a total interconnect of fixed length (Ltot)
between the input and output magnets, we vary the number
of buffers in the line, keeping the buffers equally spaced on
the line. Under the simulation parameters in Table I and the
same experimental setting as in Section V-B, we optimize the
lengths of inserted magnets individually to achieve the optimal
delay for the entire buffered wire under two separate delay
models: the analytical modeling method and the MNA-based
modeling method.

Fig. 9 shows the optimal delays of a buffered wire, as the
number of buffers is increased, under these two delay models.
The magnet thickness is fixed at 20nm, but we perform the
analyses under two different values for the spin diffusion
length, λF . In Fig. 9(a), λF = 5nm, i.e., the thickness of
magnet is 4λF , while in Fig. 9(b), λF = 15nm, i.e., the magnet
thickness is 4/3λF . In Fig. 9(a), the percentage improvements
of optimal delay by MNA method and posynomial formulation
are 63.1% and 64.4% respectively, while in Fig. 9(b), the pre-
centage improvements are 51.1% and 76.9% respectively. The
differences between two methods are 1.3% and 25.8%, which
indicates that the MNA method and posynomial formulation
are more close to each other when the thickness of magnet is
much larger than spin diffusion length of ferromagnet λF .

As predicted by Fig. 8, the curves in Fig. 9(a) closely track
each other and the optimum point is roughly equal, both in
terms of the number of magnets and the delay at each point.

As expected, the analytical method has an advantage in terms
of speed of evaluation. Similarly, as expected, in Figure 9(b),
where the λF is larger, the results from two modeling methods
are quite different from each other. However, interestingly,
their trends for this case remain roughly the same under
both models: the minimum delay corresponds to the case
where three buffers are chosen. In other words, although the
analytical method does not provide the same prediction on
the optimal result as the more accurate MNA method, it has
good fidelity with the final result. Therefore, it can still be
used to analyze the minimal value. Due to its closed form,
the analytical form is of great utility in assisting designers
to explore the optimal performance of this circuit, and it can
enable fast optimization (e.g., using geometric programming).

S.2 AN EXPRESSION FOR tsw FROM THE SOLUTION OF THE
LLG EQUATION

In this section, we discuss the approach in [2], with some
minor modifications, for evaluating tsw based on solving the
LLG equation. We are particularly interested this evaluation
since it provides a convenient way to evaluate the switching
time inexpensively without a full LLG solution. Taking the
time-integral of the LLG equation over the switching time,∫ tsw

0

d~m

dt
dt =−

∫ tsw

0

|γ|~m× ~Heff dt+

∫ tsw

0

α~m× d~m

dt
dt

−
∫ tsw

0

1

qNs
~m× (~m× ~Is)dt (25)

During switching, we focus on the change along the z axis:
in its stable states, corresponding to two logic states, the
magnetization aligns along this positive or negative direction.
This axis is also called the easy axis since the magnetization
is in its lowest energy state along it. For the z component,
~mz , of the normalized magnetization vector,∫ tsw

0

d~mz

dt
dt =

∫ ±1
∓1

d~mz = ±2,

∫ tsw

0

α

[
~m× d~m

dt

]
z

dt = 0

(26)
If ~Heff only consists of the uniaxial anisotropy field ~Hk, then
the first term on the RHS of Equation (25) goes to zero.
However, this is not the case when ~Heff also contains the
demagnetizing field ~Hd. This perturbation is captured by using
a multiplier f1 on the LHS of Equation (25) to obtain:

2f1qNs =

∫ tsw

0

[~m× (~m× ~Is)]zdt (27)

Assuming a constant spin current Is during switching, and
approximating ~m × (~m × ~Is) = Is/f2, where f2 is a constant
factor the right hand side evaluates to Istsw/f2. Therefore,
Equation (27) becomes 2fswqNs = Istsw, where fsw = f1f2
is precharacterized by LLG simulations.

From Equation (3), writing the spin current at the end of
the channel as Is = ηIc, the switching time of the gate is:

tsw = 2fswqNs/(ηIc) (28)

where Ic is given by Equation (1).
Based on this expression, we have evaluated fsw in the

paper and shown it to be independent of the magnet size over
the optimization region.


