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ABSTRACT

This paper presents an efficient heuristic algorithm togfeaipower
distribution network of a chip by employing a successivdipan-
ing and grid refinement scheme. In an iterative procedueechip
area is recursively bipartitioned, and the wire pitches tedwire
widths of the power grid in the partitions are repeatedlyusidjd
to meet the voltage drop and current density specificatiBgsis-
ing the macromodels of the power grid constructed in theipusv
levels of partitioning, the scheme ensures that a smalkdjlobver
grid system is simulated in each iteration. A post-procegstep at
the end of the optimization is employed to maximize the atignt
of wires in adjacent partitions. The effectiveness of thieeste
is demonstrated by designing various power grids with rizalit
parameters and realistic input current values. The prapakgp-
rithm is able to design power grids comprising thousandsioésv
and more than a million electrical nodes in about 7-16 miswuide
proposed design scheme as compared to a multigrid-baseer pow
grid design scheme saves about 7%-12% of wire area.
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1. INTRODUCTION

Increasing operating frequency, power density and lowpplsu
voltages have made the design of a high performance power dis
tribution network a challenging problem. While the dececas
the widths of the metal wires has led to an increase in the wire
resistance, the currents through these wires have alsticatbs
increased due to the increase in chip densities. As a coesegu
it has become essential that the power delivery networkrifaly
designed to prevent the loss of circuit performance due tdrtip
and failures due to electromigration (EM).
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In view of this, there have been various schemes proposed for
power grid design. Typically, the choices available to apbypet
designer are to (i) appropriately size the supply net wites], (ii)
perform topology optimization, i.e., to assign suitablelpés to the
power grid wires and/or determine the optimal assignmernhef
pins to the pads and placement of pads on the power grid [6—10]
and (iii) add decoupling capacitors [11,12].

In general, the power distribution network design schenaas c
be divided into the following two categories:

(A) An iterative optimization heuristic, employing an explicir-
cuit analysis step in the main optimization loop to deteemin
the violating parts of the power grid circuit [7], [11].

(B) A mathematical optimization scheme formulated as a general
nonlinear program and solved with the aid of nonlinear opti-
mization techniques [1-5], [8].

The desirable characteristic of the supply network desigthods
based on scheme A is the guaranteed accuracy of the finabsplut
ensured by the process of performing an explicit circuittgation
step in each iteration, to detect and fix the IR drop and EM vio-
lations. However, these methods typically have large mnesi as
each simulation of a power network, comprising hundredsiofit
sands of electrical nodes, is extremely time consuming. tfer
supply net design methods built on scheme B, usually, theitir
analysis is implicitly carried out by making the circuit straints,
i.e., the Kirchoff's current and voltage laws, as a part @ tion-
straints set. In the original form, the solution to such alimen
ear problem formulation is known to be computationally isige
which makes it extremely prohibitive for power network dgsi
problems involving millions of design variables. Henceathieve
efficiency these methods typically either employ some cairgt
relaxations to transform a general nonlinear optimizapooblem
to special forms of nonlinear programs such as the convegrano,
which can be efficiently solved or introduce some approxiomast
to reduce the problem size. Although, these methods preatie
tions which are more efficient than the ones based on thec#xpli
circuit simulation schemes, the final solutions are inheyyesub-
ject to inaccuracies due to the relaxations and approximstin-
troduced in the original nonlinear problem formulation.

In this paper, we propose a novel, fast yet accurate algorith
design the power distribution network in the form of a norifanm
power grid. The power grid design procedure achieves afiigie
by using thenotion of localityin the power grid design. The locality
idea for power grid analysis was proposed in [13]. The conoép
locality in grid design is based on the observation that testwict
the power grid locally in a specific region of the chip, it stél to
focus on the details of that specific region only. The regifrehip
that arefar awayfrom the specific region, are not likely to affect



the local grid design in the specific region. Hence, the faayaw
regions can be abstracted as coarse models in the localegigrd
step. Figure 1 illustrates the concept of locality in powed gle-
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Figure 1: The concept of locality in power grid design. (a) A &-
tailed power grid with a violating region shown with the shaded
rectangle. (b) Details of regions of power grid far from the vo-
lating region abstracted away and the violations fixed locdy.

sign. A violating grid region, i.e., one that violates theastraints,

is shown by the dashed rectangle in Figure 1(a). This can bd fix
by adding more wires locally in and around the violating oegi
Due to the locality property, it is reasonable for the detafl parts
of power grid in the regions far away from the violating regto be
abstracted away, as seen in Figure 1(b). The use of thesaabst
tions, ormacromodelsfor parts of the power grid circuit has two
main advantages. Firstly, this results in much smalleresysizes
for the power grid circuit, which leads to efficient circuitaysis.
Secondly, by focusing the grid design effort on the detafilthe
local region only, the search space for choosing the optitasign
parameters, e.g., the wire pitches and the wire widths, éattyr
reduced.

The idea of working with detailed local models and abstomsti
of far away regions is especially favorable in the case ofdtifp
packages where the power pads are distributed througheehth
area by using C4 bumps. For a flip-chip package, most violatid
power grid in a specific regions can be fixed by locally modidyi
the power grid just in and around the violating regions. Duthe
availability of enough pads around the violating regior gower
grid wires in the local region contain the path of least rtesise
for the current to flow from the nearebl,; pads to the violating
nodes. For chips with wire-bond packages, the strategyaafl lo
modification of the grid may not work because of the concéiotna
of power pads on the chip periphery. However, even in the-wire
bond case it is advantageous to work with coarse models ¢f par
of the grid initially, and then iteratively refine the grid different
regions.

Based on the notion of locality in power grid design, we pg®o
an efficient and accurate grid design procedure. The method e
ploys and iterative scheme of recursively partitioning¢hi area
and constructing the power grid locally in the partitionsaaljust-
ing the wire pitches and the widths. The outline of our mettsod
as follows:

e We present a heuristic algorithm to design a supply grid that
meets the IR drop and the EM constraints. The optimization
to construct the power grid is carried out under DC condi-
tions using an iterative refinement scheme. In our implemen-
tation, the power grid is designed for the top two metal layer

e We start off the design procedure by dividing the chip area
into two partitions. The power grid in the two partitions is
then constructed by placing thick or very wide wires at an
initial pitch. The pitches in the two partitions are then re-
peatedly reduced until the initial grid meets the constgain

e In each of the subsequent iterations, a previous partison i
further divided into two smaller partitions and a refined pow
grid is reconstructetbcally in these smaller partitions. The
solution of the grid designed in the previous iterationssiscu
to guide the design of the power grid in the current iteration

e We use a previously proposed macromodeling technique [14]
to construct abstractions of partition of the power grid.-Em
ploying a hierarchical circuit analysis method in each-iter
ation, to determine the nodes and branches which violate
the reliability constraints, ensures the accuracy of geed d
sign. Since, in each iteration we construct the macromodels
of only two partitions, and reuse the macromodels formed in
previous iterations, the analysis step is very fast.

o Atthe end of the optimization, a post processing step is used
to maximize the alignment of wires in adjacent partitions.

2. PRELIMINARIES

A power grid comprises metal wires running in the orthogonal
directions and spanning multiple layers (typically, 5-8 ¢arrent
microprocessor designs). The wires in two consecutivertagé
metal are electrically connected to each other by using vide
wires in the top-most metal layers are electrically conegdb
the V4 pads. The power pads are located either on the peripheral
power ring as in the case for a chip with a wire-bond packageer
distributed over the entire chip area, using C4 bumps, dwicase
of flip-chip package. This system of pad connections and ortw
of metal wires carrying currents from thé, pads to the underly-
ing gates in the functional blocks, can be modeled as an algquit
electrical circuit comprising of millions of nodes. Unde€Czon-
ditions, as illustrated in Figure 2, the power grid can be ehed
as a resistive mesh, with the pads replaced by voltage soufse
seen in the figure, the wires are replaced by their equivakesis-
tances and the worst-case switching activities of the gateéise
underlying functional blocks determines the loading coitse
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Figure 2: A power grid and its equivalent circuit model.

Using the circuit model as shown in Figure 1, the branch resis
tancer of branchi can be expressed as:
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wherep;, is the sheet resistivityy; is the width of the wire segment

r
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of the chip, but the same procedure can be easily extended tocorresponding to the branétandp is the pitch of the power grid

design a power network spanning multiple layers of metal.

wires, which is the same as the length of the wire segment. The



pitch of the power grid wires could be different for diffetdayers
and in fact, may not even be constant for a given layer.

For all nodeg and all branchesin the power grid circuit, the
following constraints must be satisfied:

1. The IR drop constraint: V; > Vipec
2. The current density constraints (EM): |I;| < cw;

The voltage of nodgis denoted a¥’;, the branch current of branch

i is denoted ag; ando is the specified current density for a fixed

thickness (height) of the metal layer.

aVuq pad to any node, which decreases the effective resistance of

the power grid circuit. Similarly an increase in the curréensities
of the thinner wires in the refined grid is offset by a decrease
the magnitude of current flowing through each branch, duéeo t
increase in the number of wires.

3.2 Power grid design by recursive biparti-
tioning
We apply thedivide and conqueapproach to our power grid de-
sign procedure by successively dividing the chip area intalter
regions or partitions and iteratively constructing powedsg in the

In the following sections of the paper, we describe the desig smaller partitions using the notion of locality in powerdydesign.

procedure to construct a power grid that meets the above dwo ¢

The recursive bipartitioning idea works on the strategyobfisg a

straints of IR drop and EM. The inputs to our power grid design small local power grid design problem in each step, compuisif

problem are the number of power pads and their precise cbanec
locations to the grid wires in the top layer, the placed fiomz!

choosing optimal pitches for two partitions such that the ged
constructed in the two partitions meets the specificatiand, the

blocks and an estimate of worst case currents drawn by tles gat previously constructed grids in the other partitions maimtheir

in the functional blocks. The amount of currents draw by eafch
the functional blocks can be determined by current estondéch-

correctness in terms of meeting the IR drop and EM consgaint
Figure 4 illustrates the recursive bipartitioning procéssshown

niques such as the ones proposed in [15]. We use the power gridin the figure, the process of partitioning the chip area tatteely

circuit model as shown in Figure 2. Each ngdia the power grid
circuit is loaded by a constant current soutge Given the current
estimatel;, drawn by a functional block, the values of constant

construct the power grid is equivalent to growingamost com-
pletebinary treereferred to as thmartition_tree Each element in
the partition tree contains the information about the payvit, i.e,

current sources loading the power grid are chosen in suchya wa the wire width and the pitches, in a previously processetitjar,

that the sum of all current sources at node locations lyirey thve
functional blockk add up to the functional block curref, .

3. POWER GRID DESIGN PROCEDURE

3.1 Grid refinement

A power grid covering the entire chip area comprises thodsan
of wires. The equivalent circuit of such a power grid, as the o
shown in Figure 2, contains millions of electrical nodeskimg it
prohibitive to simulate. To achieve efficiency in the citcamaly-
sis step, it becomes essential to work with a coarse initalgp
grid representation, which yields a power grid circuit ofrage-
able size, and then iteratively refine the coarse model. Hipower
grid design procedure, we construct the coarse grid by using
realistically thick power grid wires initially, and thenlssequently
improve the coarse grid model byggid refinementoperation, in
which, a power grid containing a few thick wires is replacgdab
grid comprising of many thinner wires. The advantage of gisin
grid with thick wires is that it greatly reduces the systemesas
there are fewer electrical nodes in the equivalent circuitleh of
Figure 2.

Figure 3: A power grid with thick wires and large pitch refined
to a grid with thinner wires and smaller pitch.

Figure 3 depicts the grid refinement operation. Since theadfi

represented as the non-shaded tree elements in Figure tovd
partitions being processed in the current iteration, reteto as the
active partitions shown as the shaded tree elements in Figure 4.
The height of the partitiairee determines the current level of par-
titioning. A new partition is constructed by making a veati¢hor-
izontal) cut, by introducing a vertical (horizontadartition wire at
the half length (half width) of the parent partition. Constee lev-
els of partitioning alternate the cut directions betweenical cuts
and horizontal cuts. The process of adding two children tara p
ent node in the tree is equivalent to the grid refinement djpgra
described in Section 3.1. In other words, when two childredes
are added to a parent node in the tree, the coarse power glid in
partition corresponding to the parent node is replaced Iy §inds
of the children nodes.

In the following sections we explain the recursive bipatiing
idea for power grid design in detail.

3.3 First level of partitioning

As seen in Figure 4(b), the first level of partitioning is eqent
to adding two child nodes to the root of the partitibae. In this
step, we start with the full chip area and divide it into twatpdy
adding a vertical power grid partition wire at the half chemgth.

Figure 5 depicts the division of chip into two halves or patis.
Choosing an initial wire width and pitch for the two partit® such
that the worst case voltage drop is about twice the specifiegl, d
we construct an initial grid in the two partitions and thesrdtively
decrease the pitches of power grid in the two partitiond timtire
are no IR drop and EM violations. The circuit analysis to detiee
violations is performed using the macromodeling approdgive-
posed in [14]. A macromodel is an abstraction of a linear nétw
and has the following transfer characteristic:

I=A-Vo+S, LV, SecR™ AcR™™ )

grid has wires of smaller widths as compared to the wires ef th where, m is the number of ports in the systemnjs a vector of

coarser power grid, the wire resistances of the refined pgwer
are higher. However, the higher wire resistance is compeddsy

currents flowing into the system through the pot¥fsis the vector
of voltages at the port noded, is the admittance matrix arflis a

the fact that there are more number of wires in the refined powe vector of currents from each port to the reference node.

grid as compared to the coarser grid. Having more numberrefswi
in the grid implies that there are more paths for current tw flom

Using the macromodeling idea, all nodes in the two partition
except the port nodes are abstracted away. The port nodé®ase
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Figure 4: The recursive bipartitioning process to design tle power grid. Each partition cut is equivalent to adding two dements
in the binary partition_tree. The height of the tree represents the level of partitioning The two shaded elements refer to the two
partitions where the new power grid is designed in the curreniteration.

is repeated. It is worth emphasizing that at this first le¥edanti-
tioning we useaunrealisticallythick wires, e.g., wires having widths
between 80 and 200m. Hence, the system size of each partition
is fairly small, e.g., 1000 to 3000 nodes. As a consequehedt-t
erative process of constructing new macromodel paramgle)
after decreasing the wire pitch and simulating the grid asgadly

is extremely fast. At the end of this step, we obtain a coaoseep
grid constructed in the two partitions that span the entiip area.

e Lo ' 3.4 Second level of partitioning
We use the power grid constructed at the first partitioninglle
Partition 1 Partition Wire ~ Partition 2 to guide the grid design in the next level. First, the powed gr
constructed in the left partition is ripped up. Then, a hamizl
Figure 5: Chip divided into two partitions and the power grid cut is made in the left partition by introducing a horizorpakver
constructed in the two partitions. grid partition wire at half width of the chip. Hence, the |gfirti-

tion is further divided into top-left and bottom-left paitins. As
seen in Figure 4(c), the second partitioning level steprsegy
adding child nodes to the parent nodes 2 and 3 in the partitem
or equivalently growing the almost complete binary treentoriext
level. Leaving the previously constructed grid in the righttition
intact, a finer grid is designed in the top-left and the bottefn

that lie on the partition wire through which the two partitiocon-
nect to each other. Using the matrix algebra described i}y jid
construct the macromodels given by the parametérsS) for the
two partitions. Following the hierarchical circuit andk/approach,

the macromodel parameters are stamped in the MNA equatfons o partition.
the global system: Top-left
Partition
M-X = b (3) /

e M is the matrix containing the conductance links between [ [T F1 sl =l i i Eﬁ&ﬁ 0o o
the pads and the wires in all the partitions and the stamps of ' 3 R R R § ey ] ]
macromodel parametet for each partition. ' ‘ ‘ ‘ InEetmit B LE T :

‘ R R s NN N 1

e X is the vector of voltages at the port nodes of the partitions. ' ‘ ‘ AT alm § F a

e b is vector containing the stamps of macromodel parameter I [ RLFLECR z LB FLH AR
Sfor each partiton. 0 TITTTITTTOETIANCTTLOO 7T '/" """""" '&

The global system is solved and subsequently the node wesitag LeftParition  pVeiteal  Right Partition  Bottom-left  Vertical /= Right,

within the two partitions are determined to check for any Hepd

and EM violations. In case a partition does not meet the gelta  Figure 6: The second partitioning level in the grid design procedure
drop and current density specifications, the wire pitch effifrti-

tion is reduced by a factgt and the process of creating the macro-

models and solving the power grid system by hierarchicdlyaisa Figure 6 shows the step of partitioning the chip at the second



level in the power grid design procedure, in which the leftifian
is split into top-left and bottom-left partitions.

The grid design procedure for these two partitions is eyaith-
ilar to the one employed in the first level of partitioning tlstruct
the grids in the left and the right partitions. We start o# trid
construction in the top-left and bottom-left partitionsdmynstruct-
ing an initial grid with wire width chosen as some factor< 1,
of the wire width of the parent node, i.e., the grid desigmethe
left partition at the first partitioning level. This is preely the grid
refinement technique explained in Section 3.1 and shownguarEi
3, with the difference that we now also maintain a coarse macr
model for the right partition. The grid of the left partitiomith
thicker wires and larger pitch is replaced with the grids amtip
tions top-left and upper-left having thinner wires but dergpitch.
The macromodel parametefd, S) are calculated for the top-left
and upper-left partitions and they are stamped in the gleystem
of equation (3) along with the macromodel parameters ofitjta r
partition which were previously computed in the first pastitng
level. Again, using the hierarchical analysis technigbe,IR drop
and EM violations are detected for the power grid in the tfp-I
and bottom-left partitions. The violations are correctgchtting
more wires in the partitions by reducing the pitch by a fagtor

In addition to the voltage drop and the current density djpeei
tions, there is an additional requirement that the grideetop-left
and bottom-left partitions must meet. It is essential thatgrocess
of ripping up the original grid of the left partition and reping it
with the grids constructed in the top-left and the bottoffhar-
titions does not render the grid of the right partition ieefive in
terms of meeting the specifications. To inspect if the coness of
the grid in the right partition is maintained, we could cogtply
solve the right partition power grid again. However, thisulebbe
costly in terms of runtime as we would need to check the vekiag
of all the nodes of the grid within the right partition eacimé the
pitches of the top-left or bottom-left partitions are deed. To
avoid this high simulation cost, we make use of the abstraaif
the power grid of the right partition effectively. The vaies at
only the port nodes of the right partition grid are evaluat€dese
voltages are compared with the port voltages of the rightitjmar
power gird obtained at the end of first level of partitioninglea
grid violation, referred to apreviousgrid_violated is flagged if
the maximum change in the port voltages is greater than a-spec
fied value,M AX _CHG pec. In the event of such a violation, the
pitches of the top-left and bottom-left are further deceeki® have
more wires in the power grid in order to maintain the corresgof
the previously designed grid in the right partition. By thiecess,
it is ensured that the port voltages of the previously cargeicl
design are not significantly disturbed by the new power ginictv
replaces the previous grid. By employing this strategy @foking
for previousgrid_violation flags, we use the knowledge of the grid
constructed at the previous level of partitioning to guide grid
design in the current partitioning level.

3.5 Grid refinement by recursive bipartition-
Ing

In the process of growing the partitidree of Figure 4(e), when
each time two child nodes are added to a parent node in thie part
tion_tree, the coarser power grid in the partition corresponding
the parent node, is converted to finer grids in the two actare p
titions corresponding to the child nodes. The wire widthghaf
children nodes are some factor,< 1, of the widths of the parent
nodes.

With the growth of the partitioree, the number of partitions in
the current partitioning level increases exponentiallg a&result,

the number of port nodes and thus, the size of the global myste
of equation (3) grows rapidly. This adversely affects thetirae
of the design procedure as in each iteration, following alpite-
crease in any one of the active partitions, it is requirecoiastruct
and factorize the global matrix/, whose dimensions are rapidly
increasing. To overcome this problem, we employ plogt ap-
proximationtechnique suggested in [7] to reduce the macromodel
sizes. By this approach, some of the port nodes located quethe
tition wires are collapsed. The port approximation schempsh
in checking the fast increase of the global system of equndB)
at the cost of reasonable simulation errors. However, tharacy
of the final solution is not compromised since the port apjpnax
tion technique is switched off during the final few iterasaof the
design procedure.

The addition of two new children nodes in the partitimae can
only take place if the following are satisfied:

1. IR drop and EM constraints, for the new power grid being
constructed in the two active partitions, are met. These vio
lations are detected by the hierarchical circuit analysp.s

2. There are no previougrid_violation flags set as described in
Section 3.4. These violations are detected by checking the
port voltages of all the neighboring partitions of the twe ac
tive partitions. If the maximum change, between the new
port voltages of the neighboring partitions and the port-vol
ages of the neighboring partitions before constructing the
new grid in the active partitions, exceeds a specified value,
MAX_CHGpec, the previouggrid_violation flags are set
to true.

3. The wire pitches in the two active partitions are gredtant
the minimum wire pitchp,,in

In order to fix the violations 1 and 2, the pitch of one or boté th
active partitions is decreased depending on which of theaitive
partitions are exhibiting these violations. The minimurtcipivi-
olation is an undesirable breakdown in our power grid depign
cedure. This occurs when the grid refinement operation does n
work, i.e., the increase in the wire resistance by replaaipgwer
grid having thicker wires with a power grid having thinnenres
cannot be compensated by having more and more number of wires
in the replacement grid. These minimum pitch violationshcdre
fixed locally by modifying the grid in the active partitionk this
case, we need to traverse to the other tree elements whitheare
neighbors of the active partitions and add more wires in tight
boring partitions by decreasing the pitches of the powet gfithe
neighboring partitions. Fixing the minimum pitch violat® thus
adversely affects the runtime of the grid design procedtiew-
ever, we found out empirically that if the width reductiorctar,

~ < 1, is chosen not too small, e.g.,4f€ [0.65, 1), such break-
downs are very rare events. We stop the optimization proeeaiu
the end ofk levels of partitioning. The value df is determined by
the specifying the minimum partition size.

3.6 Post processing for wire alignment

At the end ofk-level partitioning, we have designed a power grid
in the2* partitions of the chip, comprising of wires with potentjall
different wire pitches in each partition. As a result, theesiin
the adjacent partitions maybe offset with respect to ealséroflo
alleviate the misalignment situation, we introduce a post@ssing
step to our grid design procedure.

Figure 7 illustrates the post-processing idea. As seengarEi
7(a), a power grid with four partitions has misaligned wiireshe
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Figure 7: The post processing step to align the power grid wis in different partitions. (a) Power grid wires in adjacent partitions
are misaligned. (b) A minimum pitch virtual grid, shown with dashed lines is constructed over the entire layout area. (dhe power
grid wires are moved to the nearest position on the virtual gid. The wires in adjacent partitions are better aligned now.

adjacent partitions. To rectify this, a uniform and contins vir-

tual grid is superimposed over the layout area. The pitcthef t

virtual grid is chosen to be the minimum pitch of wires in &lét
partitions. The virtual grid is represented by dashed lineSig-

ure 7(b). In the next step, the power grid wires in all patis
are moved to the nearest location on the virtual grid. Theiair
grid thus acts as a place holder for the real power grid wirfes.
seen in Figure 7(c), the wires in the adjacent partitionshete

ter aligned at the end of the post-processing step. To maie su
that the small movement of power grid wires does not affeet th

correctness of the grid, we perform a complete simulationhigy
hierarchical analysis technique. We found out in our expents
that the post-processing step hardly ever introduced asigtions

in the power grid. In the very few cases of grid not meeting the

constraints after the post processing step, the violagoesasily
fixed by adding more wires in the violating partitions. Therax
wires are still added on the vacant positions of the virtua tp
increase the wire alignment.

4. THE COMPLETE ALGORITHM

The psuedocode of the main loop of the power grid design

gorithm is presented in Algorithm 1. We use the binary trea da

structure to model successive partitioning of the chip .afduds is

represented by thieee array in Algorithm 1. Each element of the

tree array represents a node in the partitiee of Figure 4, and
contains the information about the partition dimensiong] the
wire width and pitch of the power grid constructed in the ipiar
corresponding to the tree node. In lines 2-8 of the psuedndbe
root node of the tree, which represents the full chip aremjtisl-
ized. The outer while loop, extending from lines 10-47, perfs
the recursive bipartitioning and grid construction precemside
the outer loop, a parent partition is divided into two chéldmpar-
titions in lines 11-15. The first inner while loop, in lines-38,
performs the task of constructing the local power grid in tilve
active partitions, subject to reliability constraints.tifVn this loop,
the steps of constructing the macromodel paramétérS) for the
two active partitions, and the circuit analysis by the hiehial
approach are represented in lines 21 and 22, respectivelyade
the local grid, constructed in the two active partitionsesimot
meet the reliability constraints the pitches of the pamtis are re-

duced by a factop, as shown in lines 26-31. The second inner

while loop, shown in lines 35-41, ensures that the grid coostd
in the active partition does not render the previously aoieséd
grids in other partitions ineffective. This is made sure hgaking
the port voltages of neighboring partitions of the two atparti-

Algorithm 1 Power Grid Design

1: Power_Grid _Designfuncblock currentspower padspo9
2: [*Initialize the root node of the partition tree*/
3: tree[l].wirewidth=W,,:;
4: tree[l].wirepitch=P;,:;
5. tree[l].width=chipwidth;
6: tree[l].length=chigength;
7 i=2;
8: cutdir=0; /* cut.dir = 0/1 for a ver/horz cut*/
9: /*Begin Outer While Loop*/
10: while (i < MAX_NUM_PARTITIONS)do
11: parentindex=i/2;
12:  [child1, child;]=Divide(tree[parentindex],cutdir);
3:  /*Decrease the widthy € (0, 1) */
14:  child; .wire_width =~ * tree[parentindex].wire width ;
15:  childs.wire_width =~ * tree[parentindex].wire width;
16: specmetflag this_partlevel = 0;
17:  /*Begin Inner While Loop*/
18:  while (specmetflag this partlevel ==0)do
19: child; .wire_pitch= 3 * tree[i].wire_pitch; 8; € [0, 1
20: childz .wire_pitch=35* tree[i].wire_pitch; 8> € [0, 1
21: (A1,81), (A2, Sz)]=make_pow_grid (child:, childs);
22: spec_met_flag, spec_met_flags]=
al- solv_grid ((A1, S1), (A2, S2))
23: if (spec_met_flagi AND spec_met_flagz) then
24 specmetflag this_partlevel =1;
25: end if
26: if (lspec_met_flag:) then
27: B1=6 * B1; 6 € (0, 1) [*Decrease the pitch*/
28: end if
29: if (lspec_met_flagz=) then
30: B2=8 % B32; 6 € (0,1) /*Decrease the pitch*/
31: end if
32:  endwhile
33:  /*End Inner While Loop*/
34:  prevgrid_viol_flag=1;
35:  while (prev.grid_viol_flag ==1)do
36: [prev_grid_viol_flag|=chk_other_parts(child:, childs);
37: if (prev.grid_viol_flag == 0)then
38: B1=0 * 31; 6 € (0,1) I*Decrease the pitch*/
39: B2=6 * 32; 6 € (0,1) I*Decrease the pitch*/
40: end if
41:  end while
42:  [* Add two children nodes to the tree*/
43:  treefi]=childs;
44:  tree[i+1l]=hilds;
45:  i=i+2;
46:  cutdir=!cutdir;
47: end while

48: [*End Outer While Loop*/
49: do_post_processingof_grid _to_align_wires();




tions. Lines 43-46, which are a part of the outer while loajul the
two children node to the parent node, after a satisfactarglIgrid
has been designed in the two active partitions. At the endhef t
design procedure, the post processing step is employecdotmve
the alignment of power grid wires in the adjacent partitions

5. EXTENSION TO MULTIPLE LAYERS

We have used the proposed power grid design scheme to con
struct a power grid in the top two metal layers. The wires ddde
the grid, in each iteration, are in both horizontal and eaitdirec-
tions in the top two metal layers. We assume equal pitcheleof t
wires in horizontal and vertical directions within a padit, but,
clearly this is not a restriction in the proposed scheme. (dveer
pads are assumed to be connected to the top metal layer wdsch h
wires running only in the horizontal direction.

The same approach can be easily extended to design a podrer gri
in multiple layers of metal. In the case of multiple metaldeg;
the partitioning step would comprise of introducing péstitwires
in multiple layers, and would result in partitions that wib@pan
multiple metal layers. In this case, the number of activeitiams
would be more than two and the wires added in the partitiondavo
be added in each layer separately. The wires in differertrtagan
be of different sizes as typically, the wires in top two mdaglers
are much wider than the ones in the intermediate metal layéies
step of checking for previougrid_violated flags would now entail
evaluation of port voltages of the neighbors of the activeiti@ns
in each layer. Other steps in the proposed design proceenraim
the same while designing a multi-layered power grid.

6. EXPERIMENTAL RESULTS

eight benchmark floorplans, both for a flip-chip (FC) and aewir
bond (WB) case. Table 1 shows the results for these power grid
constructions. For each experiment for both the FC and the WB
case, corresponding to one row in Table 1, the initial powet g

in the first partitioning level comprises of very thick wirgsthe
range of 60-10Qum. In subsequent partitioning levels, the width
reduction factor;y is assigned an appropriate value in the interval
[0.65, 1) so that at the end df levels of partitioning, the final value

-of wire width for the power grid ir2* partitions is between 2-6m.

The design procedure is terminated at the ené ef 7 levels of
partitioning. The value oM AX _C H G5y parameter , to flag the
previousgrid_violations, was chosen to be 15mV.

# of # of Wire Area Run Time

Ckt Blocks Nodes (em?) (sec)
FC WB FC WB | FC [ WB
pg-1 | 17 | 1557504 | 1635841 0.0812 | 0.0852 | 443 | 661
pg-2 | 17 | 1185921 | 1216609 | 0.0783 | 0.0816 | 517 | 787
pg-3 | 12 | 1261129 1375929 | 0.0721 | 0.0754 | 653 | 839
pg-4 | 16 | 1050625| 1207801 0.0688 | 0.0738 | 617 | 842
pg-5| 20 | 1216609 | 1343281 0.0704 | 0.0806 | 572 | 805
pg-6 | 24 | 1136356 | 1199025 0.0722 | 0.0786 | 683 | 935
pg-7 | 20 | 1640961 | 1703025 0.0852 | 0.1022 | 431 | 692
pg-8 | 22 | 1292769 | 1364224 | 0.0840 | 0.0992 | 452 | 671

Table 1: Results of power grids designed by the proposed

scheme for both flip-chip and wire-bond cases

The first two rows in Table 1 represent the power grid congtdic
for the two real benchmark floorplans of ALPHA 21364 chip. The
other rows correspond to the power grid designed for thearahd
generated floorplans. The second column in the table shosvs th
number of blocks in the floorplan. The next two columns intdica
the number of electrical nodes in the final optimized poweéd gr

The proposed power grid design scheme was implemented in Ccircuit. For each circuit there are more than a million eieat

using a sparse matrix library [16], and design of severalgravet-
works were tested. The input to our power grid design proeedu
is a floorplan with functional block current estimates ane lib-

nodes in the final circuit. The optimization is terminatedewhhe
worst voltage of all nodes in the final power grid circuit iegter
thanV;,.. and all branches meet the current density specifications

cations and number of the power pads on the chip. The output is at the end oft levels of partitioning and the post processing step

a non-uniform power grid that meets the IR drop, EM and min-
imum pitch constraints. We could find only two real benchmark
floorplans [17], [18] for a microprocessor chip in which thad-
tional block currents could be determined. These are thedlans

of ALPHA 21364 microprocessor chip. The block currents @& th
functional blocks in these floorplans were estimated froengikien
power consumption estimates of each functional block, Bnh3
technology, using &4 of 1.2V. The functional block currerty, ,

of a blockk is computed ady, = Powery/Vaq, WherePowery,

is the total power consumption of bloék Due to the paucity of
real full chip level benchmark floorplans, with function&tk cur-
rent estimates, we randomly generated floorplans and &skiga
alistic block currents to various functional blocks in thaofiplans.
The block currents were assigned by assuming the total poover
sumption of the chips to be between 40-80 Watts and disinigut
the total power consumed randomly between the variousifurait
blocks. For each of our experiments, we assume an avaijabfli
400-600 power pads, distributed either throughout the, dspin
the case of a flip-chip package, or 200-300 pads located ahtpe
periphery, as in the case of a wire-bond package. The cjppawstm-
eter values, sheet resistivityJ), current density{) and minimum
wire pitches pmin ), were taken from [19] and [20] for power deliv-
ery to a 2cnx 2cm chip in 130nm technology witti;; = 1.2V. The
voltage constraints for the power grids, i.€sp.. was 1.08V, i.e.,
90% of Vz4. The experiments were performed on P-4 processor,
Linux machines with a speed of 2.4 GHz and 2GB RAM.

to align the wires. The worst voltage measured by perfornaimg
accurate simulation, at the end of the design procedureouiitime
port approximation technique, verifies the accuracy of thal §o-
lution. The wire area consumed by the final power grid is tiste
in the fifth and the sixth column, for a FC and a WB case, respec-
tively. The last two columns report the run time for consting

the power grid by the proposed design procedure. As seentfrem
table, the run times of the proposed power grid design pruoreed
are in the range of about 7-12 mins for the grids designedhier t
flip-chip case and about 11-16 mins for the wire-bond casee Th
order of the run times obtained underscores the efficienahef
design algorithm, considering the fact that for each of &s¢ tases

in Table 1, the final power grid for both the FC and the WB case,
spanning the entire chip area in two layers of metal, coraprisf
more than a million electrical nodes.

As seen in Table 1, the proposed scheme performs bettereor th
flip-chip case than the wire-bond case, both in terms ofziridj
lesser wire area and faster run times. This can be ascriltkd fact
that the notion of locality in power grid design, which is arfehe
motivating factors of the proposed algorithm, is more proreed
in the case of a flip-chip package, where there are sufficiemtrer
of pads near the violating regions. In the case of a wire-lubrigl,
the fact that the pads around the chip periphery are locatesdy
from the violating regions that may be located at the cent¢éne
chip, could make local grid correction step, for fixing thelations,

a suboptimal choice. Hence, the procedure has to spend im@e t

We construct the power grid by the proposed scheme for a set of and wiring resources to meet the reliability constraintthim case



of a wire-bond chip.

Run Time Wire Area
# of Wires (sec) (em?) % Saving
Ckt Mgrid Prop Mgrid Prop Mgrid in Wire
Scheme Method | Scheme| Method | Scheme Area
Ckt-1 | 1000 x 1000 662 586 0.0701 | 0.0751 7.2%
Ckt-2 | 1100x 1100 673 641 0.0741 | 0.0801 8.2%
Ckt-3 | 1150x 1150 713 681 0.0766 | 0.0843 10.1%
Ckt-4 | 1200x 1200 691 705 0.0759 | 0.0849 11.9%
Ckt-5 | 1250x 1250 758 733 0.0793 | 0.0866 9.2%
Ckt-6 | 1300x 1300 818 775 0.0840 | 0.0935 12.3%

Table 2: Results of power grids designed for FC circuits by tle
proposed method and the multigrid-based scheme of [5]

it is ensured that the wiring resources are utilized in adiadis
manner as per the current density requirements. While tlti@o
of the proposed algorithm is very accurate because of ermgoy
an explicit circuit analysis step, the inaccuracy in theusoh by
the multigrid-based method increases with increasing theber
of reduction levels beyond a certain number.

7. CONCLUSIONS

In this paper, we have proposed a novel and efficient powdr gri
design procedure. Our method is based on an iterative dfiitere
ment scheme by recursive bipartitioning of the chip area. uéée
the concept of locality in power grid design to abstract atiayde-
tails of some parts of power grid by the macromodeling tephei
Using the grid abstractions, along with the strategy of troics
ing an initial coarse grid followed by a successive refinenafn

In another set of experiments, we compare the proposed powerthe grid, speeds up the circuit analysis step. Experimeasallts

grid design algorithm with a previous grid design scheme 8¢
implemented a simple version of the multigrid-based powet g
optimization scheme of [5] in C++ to compare the results af ou
proposed power grid design algorithm with this method. &abl
shows a comparison of the performance of the proposed pavder g
design algorithm with the multigrid-based technique of. [9he
two schemes are used to design power grids for six randonmly ge
erated floorplans for a flip-chip case. The floorplans corapois
20-40 functional blocks with currents assigned randomlgaoch
block so that the total power consumption of the chip is betwe
40-80 Watts. Some functional blocks are assigned aboutrgest
more power than the other blocks so that there are distigbtdmd
low current density regions on the chip. The assignment afkbl
currents, to model the high and low current density regifoigws
from the observation that most full-chip microprocessoofifdans

have about 30%-50% of chip area dedicated to caches which con

sume much less power than the other functional blocks, &ith;
metic and logic units [18]. A uniform power grid is constredtfor
the six cases using the multigrid-based design scheme.€etiond
column in the table 2 lists the number of horizontal and eatti
wires used for the uniform grid construction. Following aieg of
network reductions, about 8-14 levels of reduction for ezntuit,
the top level power grid is reduced to a much smaller grid abttte
problem size is sufficiently small. The wire sizing solutifmn re-
duced network is then obtained by solving a constrainedlimear
optimization problem by using a sequential quadratic paogng
software [21]. The back-mapping to the original network &-p
formed by solving a series of linear programs as formulate8]i

The fourth and the fifth columns in the table show a comparison
of the run time of the two schemes. For all the six circuit eghas,
the total time taken by the multigrid-based scheme to perfitre
network reduction, solve the non-linear optimization peot and
solve a series of linear programs for back-mapping is of &mes
order of magnitude of the proposed power grid design algorit
Columns six and seven show the wire area utilized for eacheof t
example circuits by the two design methodologies. The wiea a
utilized by the proposed heuristic is about 7%-12% less than
grid design method of [5]. In the multigrid-based design el
each column (row) of vertical (horizontal) wire is constid to
have the same wire width in order to reduce the number of desig
variables for efficiently solving the resulting non-linganogram.
Since the width of all the wire segments on a column (row) ef th
wire is determined by the highest current density blockes piwer
grid has to be over-designed in the low current density regiaf
the chip. The proposed design algorithm is runifet 10 levels of
partitioning so that the granularity of each partition istoé order
of the block size. By designing local power grids in eachipart,

on real and randomly generated realistic test cases shadvitiha
proposed power grid design algorithm is considerably fadtteas
efficient utilization of the wiring resources.
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