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Abstract—Approximate computing is a promising approach for low power IC design and has recently received considerable research attention. To accommodate dynamic levels of approximation, a few accuracy configurable adder designs have been developed in the past. However, these designs tend to incur large area overheads as they rely on either redundant computing or complicated carry prediction. Some of these designs include error detection and correction circuitry, which further increases area. In this work, we investigate a simple accuracy configurable adder design that contains no redundancy or error detection/correction circuitry and uses very simple carry prediction. Simulation results show that our design dominates the latest previous work on accuracy-delay-power tradeoff while using 39% lower area. Moreover, we propose a delay-adaptive self-configuration technique to further improve accuracy-delay-power tradeoff.

I. INTRODUCTION

Power constraints are a well-known challenge in advanced VLSI technologies. Low power techniques for the conventional exact computing paradigm have been already extensively studied. A comparatively new direction is approximate computing, where errors are intentionally allowed in exchange for power reduction. In many applications, such as audio, video, haptic processing and machine learning, occasional small errors are indeed acceptable. Such error-tolerant applications are found in abundance in emerging applications and technologies.

A great deal of approximate computing research has been concentrated on arithmetic circuits, which are essential building blocks for most of computing hardware. In particular, several approximate adder designs have been developed [1]–[9]. One such design [3] achieves 60% power reduction for DCT (Discrete Cosine Transform) computation without making any discernible difference to the images being processed. In realistic practice, accuracy requirements may vary for different applications. In mobile computing devices, different power modes may entail different accuracy constraints even for the same application. Specifically, arithmetic accuracy can be adjusted at runtime using methods such as dynamic voltage and frequency scaling (DVFS) to obtain the best accuracy-power tradeoff. The benefit of runtime accuracy adjustment is demonstrated in [2], but their approximation is realized by voltage over-scaling, where errors mostly occur at the timing-critical path associated with the most significant bits, i.e., errors are often large.

A few accuracy configurable adder designs that use approximation schemes other than voltage over-scaling have been proposed. An early work [10], called ACA, starts with an approximate adder and augments it with an error detection and correction circuit, which can be configured to deliver varying approximation levels or accurate computing. Its baseline approximate adder contains significant redundancy and the error detection/correction circuit further increases area overhead. The ACA design [10] is generalized to a flexible framework GeAr in [11]. In both ACA and GeAr, the error correction must start from the least significant bits and hence accuracy improves slowly in the progression of configurations. The work of Accurus [12] modifies ACA/GeAr to overcome this drawback and achieves graceful degradation. However, in ACA, GeAr as well as Accurus, the error correction circuit is pipelined, implying that the computation in accurate mode takes multiple clock cycles and causes data stalls.

An alternative direction of accuracy configurable adder design is represented by GDA [13] and RAP-CLA [14]. These methods start with an accurate adder and use carry prediction for optional approximation. As such, they no longer need error detection/correction and do not incur any data stall. In addition, they intrinsically support graceful degradation. The GDA design [13] is composed by accurate CRA (Carry Ripple Adder) and extra configurable carry prediction circuitry, similar as the carry look-ahead part of CLA (Carry Look-ahead Adder). Thus, its area is generally quite large. RAP-CLA [14] is based on accurate CLA design and reuses a portion of the carry look-ahead circuit as carry prediction. This leads to an overall area that is less than GDA but greater than CLA. In [14], the carry-prediction-based approach is shown to be superior to error-correction-based design [11].

In this paper, we propose a new carry-prediction-based accuracy configurable adder design: SARA (Simple Accuracy Reconfigurable Adder). It is a simple design with significantly less area than CLA, which, to the best of our knowledge, has not been achieved in the past in accuracy configurable adders. SARA inherits the advantages of all previous carry-prediction-based approaches: no error correction overhead, no data stall and allowing graceful degradation. Compared to GDA [13], SARA incurs 50% less PDP (Power Delay Product) and can reach the same PSNR (Peak Signal-to-Noise Ratio). Moreover, SARA demonstrates remarkably better accuracy-power-delay tradeoff than the latest, and arguably the best, previous work RAP-CLA [14]. A delay-adaptive reconfiguration technique is developed to further improve the accuracy-power-delay tradeoff. The proposed designs are also validated by DCT computation in image processing.

II. PRIOR WORKS AND RATIONALE OF OUR DESIGN

We review a few representative works on accuracy configurable adder design and show the relation with our method.
These designs can be generally categorized into two groups: error-correction-based configurations [10]–[12] and carry-prediction-based configurations [13], [14].

The main idea of an error-correction-based approach [10]–[12] is shown in Figure 1. The scheme starts with an approximate adder (the dashed box), where the carry chain is shortened by using separated sub-adders with truncated carry-in. In order to reduce the truncation error, the bit-width in some sub-adders contains redundancy. For example, sub-adder2 calculates the sum for only bit 8 and 9, but it is an 8-bit adder using bit [9 : 2] of the addends, 6 bits of which are redundant. Even with the redundancy, there is still residual error which is detected and corrected by additional circuits. In Figure 1, the errors of sub-adder2 must be corrected by error-correction2 before the errors of sub-adder3 are rectified by error-correction3. As such, the configuration progression always starts with small accuracy improvements. The redundancy and error detection/correction incur large area overhead. Even with the redundancy, there is still residual error which is detected and corrected by additional circuits.

The framework of carry-prediction-based methods [13], [14] is shown in Figure 2. These schemes start with an accurate adder design, which is formed by chaining a set of sub-adders. Each sub-adder comes with a fast but approximate carry prediction circuit. By selecting between the carry-out from sub-adder or carry prediction, the overall accuracy can be configured to different levels. Such an approach does not need error detection/correction circuitry. Moreover, the configuration of higher bits is independent of lower bits. This leads to fast convergence or graceful degradation in the progression of configurations. In GDA [13], the sub-adders are CRA designs while the carry-prediction circuit is similar to the carry look-ahead part of CLA. Further, its carry prediction can be configured to different accuracy levels. However, the complicated carry prediction induces large area overhead. The RAP-CLA scheme [14] uses CLA for its baseline where the carry-ahead of each bit is computed directly from the addends of all of its lower bits. Its carry prediction reuses part of the look-ahead circuit rather than building extra dedicated prediction circuitry, and hence is more area-efficient than GDA. However, its baseline is much more expensive than GDA.

Our design is a carry-prediction-based approach. Its sub-adders are CRA instead of expensive CLA as in RAP-CLA. Its carry prediction also reuses part of the sub-adders rather than having dedicated prediction circuitry. As such, it avoids the disadvantages of both GDA and RAP-CLA. A comparison among the characteristics of these different techniques is provided in Table I.

### III. SIMPLE ACCURACY RECONFIGURABLE ADDER

#### A. Preliminaries

An $N$-bit adder operates on two addends $A = (a_N, a_{N-1}, \ldots, a_1)$ and $B = (b_N, b_{N-1}, \ldots, b_1)$. For bit $i$, its carry-in is $c_{i-1}$ and its carry-out is $c_i$. Defining the carry generate bit $g_i = a_i \cdot b_i$ and propagate bit $p_i = a_i \oplus b_i$, the conventional full adder computes the sum $s_i$ and carry $c_i$ according to

$$s_i = p_i \oplus c_{i-1},$$

$$c_i = g_i + p_i \cdot c_{i-1}. \tag{1}$$

A gate level schematic of conventional full adder is provided in Figure 3(a). A CRA is used to chain $N$ bits of conventional full adders together.

By applying Equation (2) recursively, one can get

$$c_i = g_i + p_i g_{i-1} + \cdots + g_1 \prod_{k=2}^{i-1} p_k + c_0 \prod_{k=1}^{i} p_k. \tag{3}$$
This equation implies that $c_i$ can be computed directly from $g$ and $p$ of all bits, without waiting for the $c$ of its lower bits to be computed. This observation is the basis for CLA adder.

B. SARA: Simple Accuracy Reconfigurable Adder Design

In SARA, an $N$-bit adder is composed of $K$ segments of $L$-bit sub-adders, where $K = \lceil N/L \rceil$ (see Figure 2). Each sub-adder is almost the same as a CRA except that the MSB (Most Significant Bit) of a sub-adder, which is bit $i$, provides a carry prediction as

$$c_i^{prdt} = g_i$$

For the LSB (Least Significant Bit) of the higher-bit sub-adder, which is bit $i + 1$, its carry-out $c_{i+1}$ can be computed using one of two options: either by the conventional $c_{i+1} = g_{i+1} + p_{i+1} \cdot c_i$, or by using the carry prediction as

$$c_{i+1} = g_{i+1} + p_{i+1} \cdot c_i^{prdt} = g_{i+1} + p_{i+1} \cdot g_i$$

The selection between the two options is realized using MUXes as in Figure 4 and the MUX selection result is denoted as $\hat{c}_i$. Comparing Equation (5) with (3), we can see that the carry prediction is a truncation-based approximation to carry computation. Therefore, $\hat{c}_i$ can be configured to either accurate mode or approximation mode, i.e.,

$$\hat{c}_i = \begin{cases} c_i^{prdt} & \text{if approximation mode} \\ c_i & \text{if accurate mode}. \end{cases}$$

It should be noted that the carry prediction $c_i^{prdt}$ reuses $g_i$ in an existing full adder instead of introducing an additional dedicated circuit as in [13] or Figure 2. This prediction scheme makes a very simple modification to the conventional full adder, as shown in Figure 3(b).

One can connect $\hat{c}_i$ to its higher bit $i + 1$ to compute both carry $c_{i+1}$ and sum $s_{i+1}$, as in GDA [13] and RAP-CLA [14]. We suggest an improvement over this approach by another simple change as in Figure 3(c), where $s_{i+1}$ is based on $c_i$ instead of $\hat{c}_i$. Applying this in SARA as in Figure 4, in the approximation mode, computing $s_{i+1}$ from $c_i$ can still limit the critical path to be $c_i^{prdt}$ and $s_{j+1}$, but has higher accuracy than computing $s_{j+1}$ from $\hat{c}_j$. Compared to sum computation in GDA and RAP-CLA, this technique improves accuracy with almost no additional overhead. Compared to CRA, the overhead of SARA is merely the MUXes, which is almost the minimum possible for configurable adders.

C. Usage of SARA

When $\hat{c}_i$ is configured to be $c_i$ for all $K$ sub-adders, SARA operates very much like the CRA, where the critical path is along $N$-bit full adders. If all $\hat{c}_i$ are selected to be $c_i^{prdt}$, the critical path is shortened to roughly $L$-bit full adders. This large delay reduction can be translated to power reduction by supply voltage scaling. There can be $2^K$ different configurations. For two configurations with the same critical path length, obviously we only need the one with higher accuracy. Therefore, there are $K$ effective configurations, with critical path length of $L$-bit, $2L$-bit, ..., $K \cdot L \approx N$-bit full adders.

D. SARA Error Analysis

When a sub-adder is in approximation mode, an error occurs when $c_i^{prdt} \neq c_i$. There is only one situation where this error may happen: when $c_{i-1} = 1, p_i = 1, c_i^{prdt} = 0$ and $c_i = 1$. Then the error rate, or probability of such error, is given by

$$E_{R_i}^{prdt} = P(c_i^{prdt} \neq c_i) = P(c_i^{prdt} = 0, c_i = 1)$$

$$= P(c_{i-1} = 1, p_i = 1) = P(c_{i-1} = 1)P(p_i = 1)$$

where $P$ indicates probability and the last part assumes that $c_{i-1}$ and $p_i$ are independent of each other. Then, the error rate of MUX output $\hat{c}_i$ is

$$\overline{E_{R_i}} = P(\hat{c}_i \neq c_i) = \sum_{i \in \mathcal{I}} E_{R_i}^{prdt}, \quad \text{if } \hat{c}_i \leftarrow c_i^{prdt}$$

$$0, \quad \text{if } \hat{c}_i \leftarrow c_i.$$  \hspace{1cm} (7)

Theorem 1. If $\mathcal{I}$ is the set of bits with MUX at output, the expected error of SARA is

$$\sum_{i \in \mathcal{I}} \overline{E_{R_i}} \cdot P(p_{i+1} = 1) \cdot 2^{i+1}.$$

Proof Sketch: The expected error is derived based on the observation that an error produced at bit $i$ can be directly propagated to the carry-in of bit $i + 2$ in presence of propagate bit at $i + 1$ and lead to an overall error magnitude of $2^{i+1}$. The detailed proof is omitted due to space limitations.

Since $| \mathcal{I} | = K - 1$, the error of the worst case approximation mode increases with the number of sub-adders, $K$. In addition, area overhead increases with $K$. On the other hand, a large $K$ implies smaller $L$, and thus often facilitates shorter critical path and more power reduction. Therefore, $K$ significantly affects the tradeoff among accuracy, power, delay and area.

IV. DELAY-ADAPTIVE RECONFIGURATION OF SARA

Almost all previous works on accuracy configurable adder [10]–[14] reasonably assume that the accuracy configuration is decided by architecture/system level applications. We propose a self-configuration technique for the scenarios where the architecture/system level choice is either unclear or difficult. Simulation results show that SARA with the self-configuration outperforms several previous static approximate adder designs.

The main idea of self-configuration is based on the observation that the actual worst case path delay depends on addend values. Specifically, the actual path delay is large only when a carry is propagated through several consecutive bits. Any false propagate bit from the addends results in a shorter carry propagation chain. When the actual carry propagation chain

---

1A similar approximation is used in static approximate adder design [7].
is short, there is no need to use approximation configuration, which is intended to cut carry chain shorter. We propose a Delay Adaptive Reconfiguration (DAR) technique: the output of a MUX in SARA is set to approximation mode only when a potentially long carry chain is detected. Compared to the constantly-approximate configuration, some errors for actual short carry chains are avoided, the actual long carry chain is cut shorter, and delay/power reduction can be still obtained.

Fig. 5. Design and operation of delay-adaptive reconfiguration for SARA.

The long carry chain detection and SARA-DAR design are shown in Figure 5(a). When the MUX is switched to accurate mode by any false propagate bit in the detection window, the actual carry chain is retained by the position of false propagate bit. To obtain a shorter carry chain in the accurate mode, the detection window for the MUX at bit \( i \) in MSB should start from bit \( i + 1 \). In this example, we use \( p_{i+1} \) and \( p_{i+2} \) to detect if there is a carry propagation across two sub-adders, and configure the MUX according to

\[
\hat{c}_i \left\{ \begin{array}{ll}
\hat{c}_{i+1} & \text{if } p_{i+1} \cdot p_{i+2} \text{ is true} \\
c_i & \text{otherwise}
\end{array} \right.
\]  

(8)

In approximation mode, the effective carry chain is represented by the blue line in Figure 5(a) and its length is no greater than \( L + 1 \) bits. When the MUX is set to accurate mode, the carry chain is indicated by the red lines in Figure 5(b) and their lengths can be restrained to within \( L + 2 \) bits. Note that the detection overhead here is almost the minimum possible, i.e., only one NAND gate for configuring each MUX.

In Figure 5, we use a 2-bit detection window, which can be generalized to \( W \) bits. Then, the error rate for MUX at bit \( i \) becomes

\[
\tilde{E}R_{i}^{d-ar} = E \hat{R}_{i}^{Prdt} \cdot \prod_{j=1}^{W} P(p_{i+j} = 1)
\]  

(9)

The detection window size \( W \) decides the tradeoff between accuracy and the effective carry chain length in accurate mode, which is \( L + W \). When \( W \) increases, the error rate decreases while the critical path length in accurate mode increases.

V. EXPERIMENTAL RESULTS

A. Experiment Setup and Evaluation

Our SARA, SARA-DAR and several previous designs are synthesized to 32-bit adders by Synopsys Design Compiler using the Nangate 45nm Open Cell Library. The synthesized circuits are placed and routed by Cadence Encounter. The default supply voltage level is 1.25V. To make fair comparisons across architectures, we described all designs by structural modeling in Verilog to reduce the impact of synthesis and optimization. In addition, we set the same supply voltage and no delay constraint on all designs for the same reason.

The evaluation of accuracy configurable adder designs can be subtle and therefore is worth some discussion.

1) Area: In the literature, the area sometimes refers to the part of the circuit working in a certain mode, e.g., the circuit for the accurate part is not included in area estimation when evaluating approximation mode. We report the routed layout area of each entire design.

2) Delay: Some configurable adders, such as ACA [10] and GeAr [11], implement error correction with pipelining, which sometimes takes multiple clock cycles to determine the complete result. The delay or performance evaluation of such designs is much more complicated than unpipelined designs. Our work is focused on unpipelined implementation, although it can be pipelined. Thus, the reported delay is the maximum combinational logic path delay obtained from Synopsys PrimeTime with consideration of wire delay.

3) Power: The power dissipation is estimated by Synopsys PrimeTime considering both static and dynamic power.

4) Accuracy: We use PSNR (Peak Signal-to-Noise Ratio), where errors are treated as noise, as a composite accuracy metric for considering both error magnitude and error rate. In addition, the worst case error, which is equivalent to the maximum error magnitude [8], and error rate are also reported. Each error result is from 100K-run Matlab-based Monte Carlo simulation assuming uniform distribution of addends.

5) Tradeoff: The tradeoff among the above factors is complex and is difficult to capture in a simple picture. To this end, we use composite metrics including power-delay product (PDP) and iso-delay power.

B. Results of Tradeoff for Different Configurations

We now compare the following accuracy configurable adders:

- GDA [13]: We use the same design as in [13], where each sub-adder has 4 bits. This design can be configured by choosing accurate or predicted carry-out for each sub-adder. The carry prediction at each segment can also be configured to different accuracy levels by using different number of lower-bit addends.

- RAP-CLA [14]: We implement four different designs with carry prediction bit-width from 1 bit to 4 bits, which is reflected in the name. For example, RAP-CLA2 means that each carry prediction is from its 2 lower bits. As in [14], each design can be configured to either only one approximation mode or accurate mode.
• SARA: This is our proposed design and we evaluate sub-adder bit-width of 4 bits and 8 bits, referred to as SARA4 and SARA8, respectively.

Fig. 6. PSNR vs. power-delay product.

The main result is shown in Figure 6, where each point is from one configuration of one design. The computation accuracy is evaluated by PSNR while the conventional design objectives are characterized by PDP. A design and configuration is ideal if it has large PSNR but low PDP, i.e., the northwest corner of the figure. The PDPs of two classic accurate designs, CRA and CLA, are indicated by the two vertical lines as their PSNR is near infinity. Evidently, the best solutions are from SARA4 and SARA8. At 100 dB PSNR, the PDP of SARA4 and SARA8 is about a half of GDA or CRA. The solutions from RAP-CLA, the latest previous work, are also largely dominated by SARA in PSNR-PDP tradeoff.

Fig. 7. The worst case error vs. power-delay product.

C. Results of Tradeoff for Delay-Adaptive Reconfiguration

We now evaluate the SARA-DAR design, where the configuration decision has already been made. Here, the natural choice is to additionally compare the design with static approximate adders, where no configuration is needed. Static approximate adder designs including ETAII [6], FICTS [8] and AFICTS [8] are implemented in the experiment. Seven SARA-DAR designs are obtained based on seven configurations of SARA4. That is, if a MUX at bit $i$ is configured to accurate carry in SARA4, bit $i$ of corresponding SARA-DAR is hardwired to accurate carry without using MUX. When bit $j$ in SARA4 is in approximation mode, bit $j$ of corresponding SARA-DAR uses the delay-adaptive reconfiguration.

Fig. 8. Error rate vs. power-delay product.

Figures 8 and 9 show the tradeoff between error rate and PSNR, respectively, and the PDP. The error rate of SARA4 is mostly lower than RAP-CLA. By using delay-adaptive reconfiguration, SARA-DAR often further reduces error rate and PDP, and also greatly outperforms the static approximate adders in both error rate and PDP. In Figure 9, SARA-DAR also demonstrates the overall best PSNR-PDP tradeoff.

D. Results of Iso-delay Power and Area

Although power-delay product results have been shown in Sections V-B and V-C, the tradeoff between power and delay is still unclear. The power-delay tradeoff can be obtained by different accuracy configurations or varying supply voltages. Different combinations of configurations and voltages may lead to overwhelming volume of results, which are difficult to interpret, especially when implication to accuracy is involved at the same time. Thus, we indicate the tradeoff by investigating the iso-delay power, which is the power of each circuit tuned to the same critical path delay ($0.82$ ns) by voltage scaling. The results are shown in Figure 10. In general, SARA4, SARA8 and SARA-DAR can achieve much
lower power than CRA. Although GDA and RAP-CLA seem to provide low power, their PSNR is lower than our designs.

Last but not least, we compare area of these designs in Figure 11. As expected, GDA and RAP-CLA have greater area than CLA while area of our designs is significantly smaller than CLA. On average, the area of SARA is 39% smaller than that of RAP-CLA and 50% smaller than GDA.

E. Results of DCT Computation in Image Processing

The different adder designs are applied to DCT computation [15] in JPEG image compression. We replace the adders in the DCT circuit [15] with one type of approximate adder among GDA, RAP-CLA, SARA4, SARA8 and SARA-DAR. For low (high) frequency components of images, we configure the adders to more accurate (approximate) mode, because the human eye is more sensitive to low frequency errors.

The image processing results are demonstrated in Figure 12. SARA-DAR has the highest PSNR (39.45dB) among all configurable adders, which is close to the quality of accurate adder. Comparing SARA8 with GDA, they have similar PSNR and similar delay, but SARA8 has less power consumption according to the analysis in the previous section. SARA-DAR achieves better image quality than SARA4, but might result in more power due to additional logics for self-configuration.

VI. CONCLUSION

A simple accuracy reconfigurable adder (SARA) design is proposed. It has significantly lower power-delay product than the latest previous work when comparing at the same accuracy level. In addition, SARA has considerable lower area overhead than almost all the previous works. The accuracy-power-delay efficiency is further improved by a delay-adaptive reconfiguration technique.