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Abstract

A new approach for fast retiming of level-clocked circuits
ispresented here. Themethod relies on the rel ation between
clock skew and retiming, and computes the optimal skew
solution to trandate it to a retiming. Since clock skew
optimization operates on the latches (rather than the gates
asin conventional retiming), it is much faster because of a
smaller problemsize; thetrandlationto theretiming solution
iscomputationally cheap. The minimumperiod retiming for
each of the ISCASB9 circuits was obtained within minutes
by this algorithm.

1 Introduction

Timing optimization plays avita rolein the synthesis of
VLSI circuits. One method that is of great interest to the
design and CAD community is the procedure of retiming
[5], which takes an unoptimized circuit and relocates the
memory elements (such as latches, flip-flops or registers) to
achieve a specified or the minimum clock period.

Much work has been donein retiming circuitswith edge-
triggered flip-flops (FF's), and fast algorithm like[9, 2] are
now available. However the current methods for the much
harder problem of retiming circuits with level-triggered
latches like [4, 6, 7] do not report results on large circuits
and may be unable to handle them due to the large compu-
tational complexity. Level-clocked circuits have a potentia
torun at afaster clock than edge-triggered circuits. Hence
there isaneed for fast automation toolsto handle retiming
of level-clocked circuits. Thiswork is motivated by such a
need.

This approach is based on the relation between clock
skew optimization [3] and retiming. This relation was uti-
lized in[2] for fast retiming of circuits with edge-triggered
FF's. We show herethat asimilar relationisvalid for level-
clocked circuits, and that moving a latch across a gate is
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equivalent to applying a skew at that latch. We use thisre-
lation to devel op an agorithm that trans ates the cal cul ated
optimum skew values into a retiming solution for level-
clocked circuits. As will be shown in our experimenta
results, the computational expense of thisagorithmisvery
low.

The objective here is to retime alevel-clocked circuit to
achieve a specified period or the minimum possible period.
The solutionis divided into two phases:

Phase A : Theclock skew optimization problemfor alevel -
clocked circuit is solved with the objective of mini-
mizing the clock period.

Phase B : The target clock period is known, and the skew
solutionistrandated to aretimed circuit by relocating
latches across gates in an attempt to set the vaues of
all latch skewsto be as closeto zero as possible.

To find a retiming solution for a specified (not necessarily
minimum) clock period, we simply execute Phase B.

After Phase B has been performed, the designer may
choose to achieve the optimal clock period by using a com-
bination of clock skew and retiming. Alternatively, any
skews that could not be set exactly to zero could now be
forced to zero. Thismay cause the clock period to increase.
An upper bound on thisincrease will be derived in Theorem
4; and it will be seen that thisincreaseis generally small.

The paper isorganized as follows: Section 2 presentsthe
clock model, while Section 3 presentsthe timing constraints
for level-clocked circuits. Section 4 presents the equiva
lence between retiming and clock skew. Phases A and B of
theminimum period retiming agorithmfollow in Sections5
and 6, followed by theoretical results on the optimality in
Section 7. Finally, we present experimental resultsin Sec-
tion 8 and conclude the paper in Section 9.While we have
attempted to present acompl ete description of thea gorithm,
some detail s have been omitted due to lack of space.



2 Clock modd

In this work, we have adopted the clock model of
Sakallah, Mudge and Olukotun [8], and we describe it here
for completeness. A k-phase clock is a set of & periodic
signas, ® = {¢1...¢:} where ¢, isreferred to as phase
of theclock ®. All of the ¢;’s have the same clock period
T3, and each phase ¢ has an active interval of duration T,
and apassive interval of duration (Ts — T,). Thelatches
controlled by a clock phase are enabled during the active
interval and disabled during the passive interval. When the
clock period, Ts, ischanged, therelativeratios of the active
intervals of each phase are scaled proportionately. Associ-
ated with each phaseisalocal timezone, showninFigurel,
such that the passive interval starts at timet = 0, the en-
abling edge occurs at time (Ts — T, ) and thelatching edge
occursat timeTs. Thereisalso aglobal time reference and
values e; denote thetime, relative to this global time refer-
ence, when the phase ¢; ends. Phases are ordered so that
e1 <ey...<ep_1 < e =Ts. The phases are numbered
modulo-k,i.e, ¢r+1 = ¢1 and ¢1_1 = P.
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Figure 1. Phase i of a k-phase clock (all times
in local time zone).

A phase shift operator E; ;, shownin Figure 2, isdefined
asfollows:

) (e —ei)
Bi; _{ (Ts +e; —e;)

fori < j
fori > j (1)
Note that E; ; takes on positive values. When subtracted
from atime point in the current time zone of ¢;, it changes
the frame of reference to the next local time zone of ¢;.
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Figure 2. The phase shift operator.

We now augment the Sakallah-Mudge-Olukotun model
with our own notation. Let the circuit have [ latches num-
bered 1,---,1, and let us associate a skew S; with latch 1.
S; represents the time by which the clock is delayed in ar-
riving at the latch ¢, relative to a fixed reference (typicaly

the primary inputs and outputs of the circuit) which is set
to zero. Note that the skew values here are not physical
skews that will be applied to the fina circuit, but concep-
tual ideas that will eventually help usto achieve aretiming
solution. No restrictions are placed on the value of S;, i.e.
—oo < S5; < oo. Each latch ¢ is clocked by exactly one
phase of the clock &, which is denoted by p(z).
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Figure 3. The latch shift operator.

We define a latch shift operator L; ;, shown in Figure 3,
much like the phase shift operator. This operator converts
time from the local time zone of latch i to the loca time
zone of latch 7 and isdefined as

L. — { (S5 +ep(s)) = (S +ep(i))
7 (Te + (S; + ep5)) — (Si + €p(3))

fori <y
for: > j

2
which can be rewritten in terms of the phase shift operator
as

Lij = (S5 — Si) + Ep)p(5) 3)

Each latch ¢ also has an associated latest arrival time, 4;,
and alatest departuretime, D;, initsloca time zone.

In this paper, we consider k-phase level-clocked circuits
with no overlaps or underlaps. We expect that it would not
be difficult to generalize this algorithm to handle overlaps
or underlaps exist [4]. The circuits are assumed to be well-
formed [6]. We neglect to consider latch setup and hold
times, since handled by including the setup timesin the path
delays and the hold time in the clock periods.

3 Level-clocked timing constraints

We now enumerate the set of timing constraints, that
dictate the correct operation of alevel-clocked circuit in the
presence of skews,. The long path constraint? for any path
from latch < tolatch 7 with adelay of d;; isthen given by

D; + dij — Li’j < A]’

Ts —Tpsy < D; <Ts 4
A < Dy
which can berewritten as
(Si+ D) +dij — Bpip(y < (S5 +D;) (9
Ts —Tp4) < D;<1Is

2We do not consider short path constraints here, and rely on Theorem
1in[6], which assures us that in our final retimed circuit with zero skew,
there will be no short path violations.



To make the discussion ssimpler we subtract Ts from both
sides of the equation, leaving it unchanged, and substitute

X, =(8+D;,—Ts) (6)

to get
Xi+dij — Eps),p(j) < X; (7
—o0 < X; < o0 )

Werefer to X; as the Global Departure Time (GDT). Equa
tion (7) can be written as the following set of difference
constraints and solved efficiently.

Xi = X; < Ep(s)p(j) — di ©)

For a given circuit d;; is constant and for a given clocking
scheme @ (with agiven clock period) E ;) »(;) isaso con-
stant. Even though the expressions for X; contain Tz, the
difference X; — X; isindependent of T.

At thistime, we also note the relation between the GDT,
X; at alatch ¢, and the corresponding minimum magnitude
skew, S;:

X;
S; = 0
X; + Ty,

4 Equivalence between skew and retiming

if X; >0
if T, <X:;<0 (10
if _T¢1 > X;

A formal presentation of the equivalence between clock
skew and retiming for edge triggered FF's is presented in
[2]. We suggest a similar relation between retiming and
skew for level-clocked circuits.

An FF can be conceptudized as a level sensitive latch
with a very small active intervd. If we were alowed to
apply arbitrary skews at each latch, we could adjust the
skew, S;, of alatchso astoforce D; = Ty, whichissame as
anegativeedgetriggered FF. Since X; = S; 4+ D; — Ts, this
givesus S; = X;. Hence, for Phase A we can think of X;
for latches as skews for FF's and thus get the optimal clock
period in a manner similar to [2], with the difference that
instead of the clock period, we use the phase shift operator,
Ei,j.
Note that in reality, we are not restricted to setting D; =
T3, and that we can reduce D; by as much as Ty, and
increase S; by the same amount, keeping X; constant, as
described in Equation (10). Therefore, we can absorb a
skew of up to Ty, in the D; without violating the long path
constraint. Thus, inour model, level sensitivelatches can be
conceptualized as FF's that have a capacity to absorb some
skew. Using this rationalization, we state the following
theorem.

Theorem 1 For acircuit that operates at a clock scheme &
satisfying the long path delay constraints,

(8 retiming alatch by movingit from the output of
asingle-input gate of delay d; to itsinput(s) is
equivalent to decreasing itsGDT by d;.

(b) retiming alatch by moving it from the input(s)
of asingle-input gate of delay d, toitsoutputis
equivaent to increasing its GDT by ds.

This result will be generalized to multi input gates later in
Theorem 2.

Therefore, if one were to calculate the optimal clock
GDT’s, one could retime the circuit by moving latches with
positive(negative) GDT’'sfrom theoutput to theinput (input
tothe output) until the GDT’s at the latches are nearly equal
to zero. It must be noted that since gate delays take on
discrete values, it can not be guaranteed that the GDT at
a latch can always be reduced to zero through retiming
operations. However, unlike FF's, latches have the ability
to absorb some skew, and it is therefore possible to reduce
the red skew S; to a magnitude smaller than that of X,
without changing the GDT; simply by changing D;. Since
D;’s can vary from Ty — T, to Tz we have a “freedom”
of Ty, in setting the skew. Aswill be shown in Section 7,
if the maximum gate delay islessthan theleast Ty, , we can
always achieve zero skews because of this freedom, thus
achieving the optimal period.

5 Phase A: Optimizing clock skews

Consider a combinational circuit segment that lies be-
tween two latches ¢ and j, with phases p(¢) and p(j), re-
spectively. As stated earlier, if X; and X; are the GDT's
a the two latches, then the following inequality must be
satisfied:

Xi — X5 < Ep(s)p(j) — di (1)

where d;; isthe maximum delay of any combinationa path
between latchesi and j.

The GDT problem for minimizing the clock period, T,
for a given clocking scheme can be solved by solving the
following linear program:

minimize Ts
subject to  X; — X; < Ep()p(5) — %45 (12
for every pair, (1, j) of latches such that thereis at least one
purely combinational path from latch ¢ to latch j.

For a given circuit and clocking scheme, E, ;) p(;) de-
pendsonly ontheperiod Ts. Therefore, for aconstant value
of T, theconstraint matrix reducestoasystem of difference
constraints. The above linear program is similar to that in
[1], and can similarly be solved with abinary search on Tz,
applying efficient graph-theoretic methods at each value of
Ts to check for feasibility.



6 PhaseB: Clock skew minimization
6.1 Introduction

In Phase B, the magnitudes of the clock skew compo-
nent of GDT’s obtained from Phase A are brought as close
to zero as possible , by applying retiming transformations.
This employs relocation of the latches with nonzero skews
across logic gates while maintaining the optimal clock pe-
riod previously found. Because of the “freedom” provided
to D, by the activeinterval of clock phase ¢, (which allows
D; tobesettoany value between Ty — Ty, and 1), S; = 0
can be achieved if

—Ty, < X; <0.

Thus, if S; cannot be set to zero, we try to bring X; asclose
to 0 or —T}, as possibleso as to minimize the magnitude of
the final skew S; (refer to Equation (10)). After the skew
magnitudes have been reduced by as much as possible, the
retimed circuit may be implemented either by applying the
requisite skews at a latch (to get the minimum achievable
clock period), or by setting all skews to zero to get a clock
period that is, as will be shown in Section 7, no more than
afixed bound above the optimum. Note that the word “op-
timum” here refers to the optimum period achievable using
skews, and may not be achievable by retiming, which is a
discrete optimization.

Wewill describethe procedurefor relocating latcheswith
positive GDT values; the procedure for negative GDT is
analogous. Before we proceed, we will state the following
result, which is ageneralization of Theorem 1.

Theorem 2:
(a) Retiming transformations may be used to move latches
from all of theinputsof any combinational segment to all of
its outputs, provided all such latches are of the same phase.
The equivalent GDT of the relocated latch at output j is
given by

Xy = max. (X + dij) (13)
wherethe X;, 1 < i < n arethe GDT's at theinput | atches,
X; istheequivalent GDT'sat output 7, and d;; istheworst-
case delay of any path from: to ;.
(b) Similarly, if latches are moved from outputsto all inputs,
the equivalent GDT at input & isgiven by

Xk = 1£r;ignm(Xj — dk]') (14)

wheretheX;, 1 < j < maretheGDT'sat theinput latches,
X}, isthe equivalent GDT et input k, and dy; is the worst-
case delay of any path from & to ;.

6.2 Positive GDT reduction

6.2.1 Movingalatch acrossa single gate

In the case of alatch j that has a positive GDT at the end
of Phase A, as shown in Figure 4(a). Note that all these
latches must be of the same phase because the circuit was
well-formed to begin with. Through retiming operations, it
ispossibletotransformthecircuitin Figure4(a) totheonein
Figure4(b); theequivalent GDT at each latch in Figure 4(b)
are calculated using Theorem 2(b); the precise procedure
will be described later. Therefore, at the output of the gate
p, there now exists a set of n “virtual” latches® as shown
in Figure 4(b), with effective GDT's X, X5...X,,. The
GDT'sat these latches need to satisfy the constraints:

X; +d(i,p) < Xi+ Epiypir) V1< k< n (15)
where X; isthe GDT at aninput latch ¢ of the combinational
block towhichlatch 1 - - - n areoutput latches, and d(z, p) is
the largest combinational delay from latch 4 to the output of
gate p. The above constraints reduce to

Xi +d(z,p) < 1232,1()(’6) T Epi)p(k) (16)

We may have one of two scenarios:

(1) If dl of then latchesinthearray have positiveGDT'’s,
the minimum of all the positive GDT latches is posi-
tiveand hence the set of latches may be moved across
the gate p, as illustrated in Figure 4(c). If the sign
of the GDT were to change after the relocation, the
relocation would not be carried out unless it reduced
the magnitude of the skew S; (cal culated using Equa
tion10). Onemay also take advantage of slacksinthe
combinational paths to reduce the GDT's at latches.
If input » to gate p has a dack, slack(r) (i.e, the
worst-case delay at input » could have been increased
by slack(r) without changing the worst-case delay to
the output of gate p), then the GDT may be further
reduced by slack(r).

(2) If one or more of the “virtua” latches has a nega
tive GDT value, then the GDT at the latch 7 under
consideration is set to zero. This violates no timing
congtraints, since it leaves the minimum skew at an
output of gate p unchanged.

6.2.2 Outline of the minimization procedure

The stepsinvolvedin minimizing the GDT's at latcheswith
positive GDT’s are outlined bel ow:

3We refer to these latches as “ virtual” latches because we do not physi-
cally move them to the input of gate p at this point.
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Figure 4. Retiming for a positive skew latch.

Step 1 All latches in the circuit with positive GDT's are
placed on aqueue, @.

Step 2 Let 5 bethelatch that is currently at the head of the
gueue, and p the gate that fansinto it. The procedure
for finding the equivalent GDT'sis as follows. The
gatepisadded tothetail of aqueue R.* A PERT/CPM
evaluation is employed to trace the transitive fanouts
of gate p, up to the point where latches are encoun-
tered. When a gate is encountered, it is added to
the queue. During the process, we keep track of the
worst-case delay, d, from gate p. As a conseguence
of Theorem 2, if theoptimal GDT at alatch ist units,
thenitsequivaent GDT at theoutput of gatepist —d
units.

Step 3 If any equivalent GDT at a “virtud” latch is neg-
ative, then the GDT at j is set to zero and it is not
relocated; if not, the GDT after relocation isfound as
in Step 2. If the magnitude of the skew for thisGDT
is smaller than that for the current GDT at 7, then j
and all of the “virtua” latches at the input to p are

“Notethat R isdistinct from the queue Q.

retimed across p and the new GDT’s are found.

Step 4 If therelocated latch hasapositiveGDT, it isplaced
a thetail of Q.

Step 5 If Q isnot empty, goto Step 2.
7 Propertiesof theretiming procedure

In this section we give the bound on the optimal clock
period achievable by retiming. Proofs are omitted due to
lack of space.

Lemma 3 At theend of the retiming procedurein Phase B,
the magnitude of skew at each latch is no more than

G- T¢P(7')

6 = max [0, 5

1<i<k

|
where G isthe maximum gate delay.

Theorem 4 If, at the end of the retiming procedure, all
skews are set to zero, then the optimal clock period
for this circuit is no more than

Pspew + max [0, k- |G — T¢p(i)|] Vi=1,---,k,

where P;;.., is the optima clock period found in
Phase A, and G is the maximum delay of any gatein
thecircuit.

8 Experimental Results

The algorithm was implemented as a C program, and
could easily handle the entire ISCAS89 benchmark suite.
However due to limited space only a representative set of
theresultsis presented.

We present results for a one-phase and a symmetric two-
phase clocking scheme [6] (with a 50% duty cycle). The
one-phase circuitswere obtained from the |ISCAS89 circuits
(which contain edge-triggered FF's only) by replacing each
FF by alevel sensitivelatch. Asin[7] thetwo-phasecircuits
were obtained by replacing each FF by apair of latches. For
simplicity the delays, setup time and hold times of latches
where taken to be zero, although nonzero values can easily
be handled.

Theresultsfor unit gate delays were as expected, and the
optimal skew period could be achieved after retiming for
each circuit (unlikein the edge-triggered case [1]). We will
not specifically show those results here; instead, in Tables
1 and 2, we show results for the case where the gate delays
were chosen randomly. In this case, it will be seen that the
optimal skew period is not dways achievable. For each cir-
cuit, the tables provide the number of latches |Z|, theinitial



Table 1. Results for One-Phase Circuits

Circuit |L| Pt Pt Change Tesec G
s526n 21 26.0 16.0 38.46% 0.06s 13
967 29 30.0 28.0 6.67% 0.06s 11
635 32 189.0 97.0 48.68% 0.07s 2
938 32 43.0 255 40.70% 0.09s 5
s1269 37 74.0 38.7 47.70% 0.15s 24
4863 104 114.0 59.0 48.25% 0.48s 16
s3271 116 44.7 28.3 36.69% 0.23s 28
s3330 132 46.7 44.0 5.78% 0.32s 32
prolog 136 67.0 475 29.10% 0.33s 48
s3384 183 84.0 39.0 53.57% 0.53s 26
$9234.1 211 81.0 81.0 0.00% 0.00s 32
6669 239 1187 485 59.14% 1.41s 34
513207 669 95.3 815 14.48% 4.42s 37
s38584.1 | 1426 191.0 | 183.0 4.19% 2.83s 88
35932 1728 137.0 | 110.0 19.70% | 25.53s | 128

Table 2. Results for Two-Phase Circuits

Circuit |L| Pt Pt Change Tesec G
s526n 42 26.0 16.0 38.46% 0.08s 13
967 58 34.0 28.0 17.65% 0.15s 11
635 64 189.0 97.0 48.68% 0.09s 2
938 64 47.0 25.5 45.74% 0.14s 5
s1269 74 81.0 38.7 52.22% 0.24s 24
4863 208 117.0 59.0 49.57% 0.61s 16
s3271 232 67.0 30.5 54.48% 0.85s 28
s3330 264 70.0 44.0 37.14% 0.89s 32
prolog 272 80.0 51.0 36.25% 0.96s 48
s3384 366 126.0 39.0 69.05% 1.92s 26
$9234.1 422 89.0 81.0 8.99% 1.24s 32
6669 478 178.0 48.5 72.75% 3.12s 34
513207 1338 143.0 81.5 43.01% 51.25s 37
s38584.1 | 2852 191.0 | 183.0 4.19% 43.47s 88
35932 3456 137.0 | 128.0 6.57% | 250.85s | 128

clock period P;,,;¢, thefina retimed period P, ., percentage
improvement in clock period Change, the execution time
T.z.. and the maximum gate delay G. For purposes of ref-
erence, the minimum gate delay in each circuit was 1 unit.
The CPU times are on an HP 735 workstation, and do not
include the time spent in reading in the circuit.

For all casesthefina clock periodisalwayswithin2-k-é
of the optimal (skew) period, as predicted by the bound in
Theorem 4; in fact, in most cases, the optimal Phase A
period is achieved. The execution time for most circuitsis
less than a few seconds, and even the largest circuitsrunin
only afew minutes. In most cases, the optimal skew period
was achieved through retiming; the only case where there
were significant differences between the skew and retiming
periods was s35932, where the granularity of gate sizesis
large, as can be seen from the value of G.

9 Conclusion

An approach that takes advantage of the equivalence be-
tween retiming and clock skew is presented, and is used for
gate-leve retiming. The method is shown to be practical
and capable of handling large circuits. All of the circuitsin
the ISCAS89 benchmark suite where easily handled. The
use of skew optimization enables handling level sensitive
latcheslike edgetriggered FFs, thus avoiding a complicated
formulationthat isforced to handle critical path propagation
over severa latches.

Thechief reason for the efficiency of thisalgorithmisthat
it first takes a global view of retiming by solving the clock
skew problem; the number of variables for this problemis
the number of |atches, rather than the number of gates, asin
aL eiserson-Saxe based approach. Inthesecond phase, loca
transformations are used to perform theretiming. Thelogic
behind this approach is that in redlistic circuits, latches do
not have to be moved across large numbers of gates during
retiming. Therefore, inpractical cases, thelatter phasetakes
only a small amount of computation; this is borne out by
our experimental results.
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