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ABSTRACT
In this paper, we present a method for analyzing the leakage cur-
rent, and hence the leakage power, of a circuit under process param-
eter variations that can include spatial correlations due to intra-chip
variation. A lognormal distribution is used to approximate the leak-
age current of each gate and the total chip leakage is determined
by summing up the lognormals. In this work, Both subthreshold
leakage and gate tunneling leakage are considered. The proposed
method is shown to be effective in predicting the CDF/PDF of the
total chip leakage. The average errors for mean and sigma values
are ����� and �����.

Categories and Subject Descriptors
B.8.2 [Hardware]: Performance and Reliability—Performance Anal-
ysis and Design Aids

General Terms
Algorithm, Design, Performance, Reliability

1. INTRODUCTION
Leakage power is increasing drastically with technology scal-

ing, and has already become a substantial contributor to the to-
tal chip power dissipation. According to International Technology
Roadmap for Semiconductors (ITRS) [16], leakage power is ex-
pected to increase to ��� of the total chip power and to dominate
the switching power of a circuit over the next few generations. Con-
sequently, it is important to accurately estimate leakage currents so
that they can be accounted for during design, and so that it is pos-
sible to effectively optimize the total power consumption of a chip.

The major components of leakage in current CMOS technologies
are due to subthreshold leakage and gate tunneling leakage. For a
gate oxide thickness, ���, of over 20Å, the gate tunneling leakage
current, �����, is typically very small [5], while the subthreshold
leakage, ����, dominates other types of leakage in circuit. For this
reason, there have been extensive studies on subthreshold leakage
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over the last ten years [4, 11]. However, the gate tunneling leakage
is exponentially dependent on gate oxide thickness, e.g., a reduc-
tion in ��� of 2Å will result in an order of magnitude increase in
�����. Therefore, with the continuous scaling of gate oxide thick-
ness, ����� is no longer negligible and is likely to dominate other
leakage mechanisms in future generations, at least until new high-
K dielectrics are introduced. At this time, the earliest estimates of
when these will be introduced is around 2007, and gate leakage is
already seen to be very significant in 90nm technologies [16], so
that analysis of gate leakage is of profound importance today.

In the literature, several research works on the analysis and min-
imization of total circuit leakage including the effect of ����� have
been conducted [5]. The analysis of total leakage power of circuit
is complicated by the state dependency of subthreshold and gate
tunneling leakage, and the interactions between these two leakage
mechanisms.

An added complication, which has been less widely studied,
arises due to the increasing importance of process variations in
cutting-edge technologies. As a result of this the values of all pro-
cess parameters can no longer be considered to be constants, but
must be modeled as random variables that are described by proba-
bility density functions (PDFs). These variations translate into un-
certainties in circuit performance metrics. Specifically, total circuit
leakage also becomes a random variable that depends on the varia-
tions of fundamental process parameters that it is most sensitive to
parameters such as the transistor effective gate length and the gate
oxide thickness.

In general, process variations can be classified into the following
categories: inter-die variations are the variations from die to die,
while intra-die variations correspond to variability within a single
chip. Inter-die variations affect all the devices on same chip in the
same way, e.g., making the transistor gate lengths of devices on
the same chip all larger or all smaller, while the intra-die varia-
tions may affect different devices differently on the same chip, e.g.,
making some devices have smaller transistor gate lengths and oth-
ers larger transistor gate lengths. In addition, intra-die variations
exhibit spatial correlation, i.e., devices located close to each other
are more likely to have the similar characteristics than those placed
far away. Mathematically, inter-die variations can be regarded as a
special case of intra-die variations with a correlation value of one.

Under inter-die variations, if the leakage of all gates or devices
are sensitive to the process parameters in similar ways, the cir-
cuit performance can be analyzed at multiple process corners us-
ing deterministic analysis methods. Otherwise, or with intra-die
variations, statistical methods must be used to correctly predict the
leakage. Specifically, the gate leakage can vary exponentially with
these parameters, the simple use of worst-case values for all pa-
rameters can result in exponentially larger leakage estimates than



are actually obtained. While these will certainly be pessimistic, the
inaccuracy in these values makes them practically useless.

Most of the previous works on statistical performance analysis
has focused on statistical timing analysis, and only a few works
have investigated the variation of leakage power under the effect of
process variations [6,7,9,10,12]. In [7,12], analytical methods were
proposed to estimate the mean and standard deviation of the total
chip subthreshold leakage power under intra-die parameter varia-
tions. In [6], gate tunneling and the reverse biased source/drain
junction band-to-band tunneling (BTBT) leakage, and the correla-
tions among these components were included, in addition to sub-
threshold leakage, in the analysis of total leakage. In [10], the prob-
ability density function (PDF) of the total chip subthreshold leak-
age was derived. The authors of [9] presented an analytical frame-
work that provides a closed form expression for the total chip leak-
age current as a function of process parameters that can be used to
estimate yield under power and performance constraints. However,
none of these have considered the effects of spatial correlations in
intra-die process variations.

In this paper, we propose a method for predicting the distribu-
tion of total circuit leakage power, including subthreshold and gate
tunneling leakage and their interactions, under both inter-die and
intra-die variations of parameters. The spatial correlations in intra-
die variations and the correlation between these two leakage mech-
anisms are also considered.

2. MODELING PARAMETER VARIATIONS
In general, a parameter variation can be modeled as

Æ����	 � Æ
���� � Æ
����� (1)

where Æ
���� is the inter-chip variation and Æ
���� is the intra-chip
variation. In this work, Æ
���� and Æ
���� are both modeled as Gaus-
sian random variables. Due to global effect of inter-die variations,
a single random variable Æ
���� is used for all transistors [wires] in
a chip to model the inter-die variation.

For intra-die variation Æ
����, we use the same model as in the
work of [3], in which, under intra-die variation, the value of a pa-
rameter � located at ��� �	 can be modeled as:

� � 
�� Æ��� Æ
� � � (2)

where 
� is the nominal design parameter value at die location ��� �	,
and Æ� and Æ
 are gradients of parameter indicating the spatial vari-
ations of parameter along the � and � directions respectively. The
term, �, stands for the random intra-chip variation, and the vector of
all random components across the chip has a correlated multivari-
ate normal distribution due to spatial correlations in the intra-chip
variation �� � 	����	, where � is the covariance matrix of the
spatially correlated parameters, as described in the remainder of
this section.

In [3], the intra-die spatial correlations of parameters are mod-
eled by partitioning the die region into 
��
 � 
��� � 
 grids.
Since devices close to each other are more likely to have more
similar characteristics than those placed far away, we assume per-
fect correlations among the devices in the same grid, high corre-
lations among those in close grids and low or zero correlations in
far-away grids. For example, in Figure 1: gates � and � (whose
sizes are shown to be exaggeratedly large) are located in the same
grid square, and it is assumed that their parameter variations (such
as the variations of their gate length), are always identical. Gate
� and � lie in neighboring grids, and their parameter variations are
not identical but highly correlated due to their spatial proximity
(for example, when gate � has a larger than nominal gate length, it
is highly probable that gate � will have a larger than nominal gate
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Figure 1: Grid model for spatial correlations

length, and less probable that it will have a smaller than nominal
gate length). On the other hand, gates � and � are far away from
each other, their parameters are uncorrelated (e.g., when gate � has
a larger than nominal gate length, the gate length for � may be ei-
ther larger or smaller than nominal).

With this model, a parameter variation in a single grid at loca-
tion ��� �	 can be modeled using a single random variable ���� �	.
For each type of parameter, 
 random variables are needed, each
representing the value of a parameter in one of the 
 grids. In addi-
tion, it is assumed that correlation exists only among the same type
of parameters in different grids and there is no correlation between
different types of parameters (however, this assumption is not crit-
ical to our framework and can easily be removed). For example,
transistor gate length for transistors in a grid are correlated with
those in nearby grids, but are uncorrelated with other parameters
such as gate oxide thickness in any grid. For each type of param-
eter, a correlation matrix � of size 
 � 
 represents the spatial
correlations of such a structure. Note that the number of grid par-
titions needed is determined by the process, but not the circuit. In
other words, the same correlation model can be applied to different
designs under the same process.

In this work, we consider the variations in the transistor gate
length and gate oxide thickness1, since ���� and ����� are most
sensitive to these parameters [6, 14]. To reflect reality, we model
spatial correlations in transistor gate length, while the gate oxide
thickness values for different gates are taken to be uncorrelated.

3. MODEL FOR FULL-CHIP LEAKAGE
CURRENT ANALYSIS

In this section, we will describe the empirical models for sub-
threshold and gate leakage currents, based on which the leakage
current under process variations is estimated under lognormal dis-
tributions. The model for computing the full-chip leakage current
is presented at the end of this section, where state dependencies
of subthreshold and gate leakage currents and their interactions are
considered. We will loosely use the terms “leakage current” and
“leakage power” interchangeably, since the two terms are related
by a multiplicative factor of ���.

3.1 Static Leakage Models
3.1.1 Subthreshold Leakage Model

The subthreshold leakage current, ����, is exponentially depen-
dent on the threshold voltage, ���, and ��� is observed to be most
sensitive to gate oxide thickness ��� and effective gate length �
due to short-channel effects [14]. The precise relationship shows
an exponential dependency, due to which a small change in � or
��� will have a substantial effect on ����, with the effect of ���
relatively weak. From this intuition, as in [6,9,10], we estimate the
subthreshold leakage current by developing a empirical curve-fitted
model:

�Although only transistor gate length and gate oxide thickness are considered in this
work, the framework is general enough to consider effects of any other types of process
variations such as channel dopant variation, etc.



���� � ��
�����������
�����

��

�� ������ (3)

where 
 is the gate width of the transistor, and �� through �� are
the fitting parameters. Observe that ���� is proportional to 
; we
will later use a look-up table to store value of ���� per unit width.

Subthreshold leakage current has a well-known state dependency
due to the stack effect [11]. A simple look-up table (LUT) can
be used to include this effect, and for a �-input gate, the size of
the LUT is ��. In addition, by keeping only dominant states for
���� [4,11], i.e., only one “off” transistor in a series transistor stack,
the size of the table can be greatly reduced while maintaining a
reasonable accuracy. For example, for a �-input NAND gate, the
size of the LUT comes down from �� to only � entries.

In a circuit, the average subthreshold leakage of a gate can be
computed as a weighted sum of ���� under dominant input states,

������� �
�


����
���� 
���� ������

�
����� (4)

where �
 is the probability of input state � and ����� is the sub-
threshold leakage value at input state �.
3.1.2 Gate Tunneling Leakage Model

In [2], an analytical model was proposed for the gate oxide tun-
neling current �����. However, the formulation does not lend itself
easily to the analysis of the effects of parameter variations. In this
work, we again use a empirical model to estimate ����� through
curve fitting similarly to [6, 10]:

����� � 
���
����������

�����������
�

�� (5)

As in [2, 13], in this work, the gate-tunneling current of the
PMOS device is neglected due to the larger effective mass and bar-
rier height for holes compared to electrons at the 
����
� inter-
face. Only tunneling current in the gate-to-channel region is con-
sidered, and edge direct tunneling (EDT) in the gate-to-drain and
gate-to-source overlap regions is ignored. This is because these
overlap regions are significantly smaller than the gate-to channel
region; moreover, EDT can be further reduced using process tech-
nologies. Therefore, the gate tunneling current is only computed
when NMOS is at logic “�”.

It was shown in [5] that interactions between ���� and ����� may
exist, depending on the input vector state at the gate. At some
states, their interactions can make either ���� or ����� diminished
to a small value that can be ignored safely. The dominant states
of ����� can be determined from the analysis of [5]: in a transistor
stack, the dominant states of a particular leaking transistor is when
all transistors on the path from the source of this transistor to the
source of the whole stack are “on” [13]. For details, the reader is
referred to [5].

The average gate tunneling leakage of a gate is computed as a
weighted sum of the gate tunneling leakage corresponding to the
dominant states:

�������� �
�


����
���� 
���� ������

�
������ (6)

where �
 is the probability of input state � and ������ is the gate
tunneling leakage value at input state �.

3.2 Distribution of Leakage Current
In the previous sections, ���� and ����� are both modeled as ex-

ponential functions ��� , where � is a function of process param-
eters � and ���. Under process parameter variations, � is a ran-
dom variable. Since the parameter variations are in general around
�� � ��� [8], using a first-order Taylor expansion at the nominal
values of process parameters as in [3], � can be approximated by
a normal distribution. For instance, by expanding the exponent of
���� as expressed in (3), we have,

���� � ���
��������������� (7)

where � � is the nominal value of the exponent, �� and �� are the
derivatives of the exponent to � and ��� evaluated at their nominal
values respectively.

Thus, ��� has a lognormal distribution, i.e., ���� and ����� can
both be approximated by lognormal distributions.

3.3 Distribution of Full-Chip Leakage
Current

The full-chip average leakage can be now computed by summing
up leakage current of each gate in the circuit:

��������	 �
�

� ����� 
������ ��

�������� � ��������� (8)

where � is the total number of gates in the circuit. �������� and ���������
are subthreshold and gate tunneling leakage current computed us-
ing dominant states only. Note that since we use dominant states for
both ���� and �����, we ensure that the interaction between these
two leakage mechanisms is included in the total leakage current
estimation.

As each leakage component is approximated as a lognormal dis-
tribution, the full-chip leakage distribution can simply be found by
summing up the distribution of the lognormals for all gates. Since
spatial correlations are considered, the leakage distributions be-
tween any two gates may be correlated. Therefore, the computation
of full-chip leakage current involves finding a sum of correlated
lognormals:

� �

��

��

��� (9)

where � is the total number of lognormals to sum, and �
 is a Gaus-
sian random variables with mean �
� and variance �
� , and the
vector of all �
’s forms a multivariate normal distribution with co-
variance matrix �� .

4. COMPUTATION OF FULL-CHIP LEAK-
AGE CURRENT DISTRIBUTION

In this section, we will present our algorithm for computing the
sum of correlated leakage components, so that the spatial correla-
tions between parameters, and correlations between different leak-
age components can be taken into account in the sum. At this point,
we consider only intra-die variations of parameters. The extension
to handling inter-die variations is quite obvious, and will be de-
scribed briefly in Section 5.

4.1 Sum of Correlated Lognormals
Theoretically, the sum of lognormal distribution is not known to

have a closed form. However, it may be well approximated again
as a lognormal using Wilkinson’s method [1]. A sum of  lognor-
mals, � �

��

�� ��� , is approximated as the lognormal �� , where

! � 	���� ��	. In Wilkinson’s approach, the mean and standard
deviation of ! are obtained by matching the first two moments, "�
and "� of

��

�� ��� as follows:

"� � #��	 � �����
�

��� �

��

��

�
���

�����
�� (10)
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���� �
�����

�����
����������� ���

where �
� is the correlation coefficient of �
 and �� . Solving (10)
for �� and �� yields:

�� � � ��"� �
�

�
��"� (11)

��� � ��"� � � ��"�



The above formula shows the need for a pair-by-pair computa-
tion for all correlated pairs of variables, i.e., for all �� $ such that
�
� �� �. It is easy to see that this could lead to a prohibitive amount
of computation. Firstly, due to spatial correlation of �, leakage cur-
rents of different gates are correlated. Secondly, the subthreshold
leakage and gate leakage associated with the same NMOS transis-
tor are correlated, and thirdly, subthreshold leakage currents in the
same transistor stack are also correlated. If there are 	���� gates in
the circuit, the complexity for computing the sum will be %�	�

����	
which is far from practical for large circuits. We will introduce a
mechanism to reduce this complexity in Section 4.2.

4.2 Reducing the Number of Lognormals to
be Summed

As described in section 3, only leakage at dominant states of
���� and ����� are considered. Consider the dominant states of
subthreshold leakage current in two transistor stacks, each has only
one “off” transistor in the stack. It is observed that the values of
subthreshold leakage currents per unit width are almost the same
for any two transistor stacks that have the same number of “on”
transistors between the drain of the only “off” transistor and the
output of the stack. For example, it is observed that the subthresh-
old leakage current per unit width is the same for the pulldown of
a NAND4 in state 0111, a NAND3 in state 011, a NAND2 in state
01, and an INV in state 0. Therefore, we can create a look-up table
that stores the subthreshold leakage current per unit width, for var-
ious numbers of “on” transistors above the leaking transistor, and
the size of this table is small. If & is the length of the longest stack
in the library, then the number of entries in the look-up table is �&
for ���� (& each for ���� for the PMOS and the NMOS).

For gate tunneling leakage, the size of the look-up table can be
similarly reduced. For a dominant state of �����, it is observed
that the value of ����� for a particular transistor does not depend
much on the number of transistors in the stack, since all transistors
below it are “on” which make a conducting path from the leaking
transistor to the source of the stack. Therefore, only one model is
needed to characterize the gate tunneling leakage of a transistor.

In addition, under our spatial correlation model, gates in the
same grid have the same parameter values. For example, let �
��� be
the subthreshold leakage currents for gates � � �� � � � �  , under the
same input vector, and assume that these gates are all in the same
grid �. Then,

�
��� � �
�
� �� ���������������� (12)

Note that all of the �
���’s in the same grid use the same variable
���, but different ���� values since the gate oxide thickness is
uncorrelated from gate to gate.

Then, the sum of the leakage terms �
��� in grid � is given by:

��
�

� ������� �

��

��

�
 � �
�������� (13)

The second part of the expression above is a sum of independent
lognormal variables, which is a special case of sum of correlated
lognormal variables, and this can be computed in linear time using
Wilkinson’s method. Therefore, for gates of the same type with
the same input state in the same grid, only a linear time complex-
ity is needed and the sum of leakage of these gates is finally ap-
proximated by a lognormal variable that can be superposed in the
original expression.

Similarly, the gate tunneling leakages of different gates in the
same grid can be summed up in linear time and approximated by a
lognormal variable.

At this point, the number of correlated leakage components in
each grid is reduced to a small constant � in our library and if the

chip is divided into 
 grids, the total number of correlated lognor-
mals to sum is no more than � � 
. In general, the number of grids
is substantially smaller than the number of gates in the circuit and
can be regarded as a constant number. Therefore, we have reduced
the complexity required for the sum of lognormals from %�	�

����	
to a substantially smaller constant %�
�	.

4.3 Handling Correlations Between Leakage
Mechanisms

In different gates, leakage currents are correlated due to spatially
correlated parameters such as transistor gate length. Within the
same gate, the subthreshold and gate tunneling leakage currents
are correlated, and leakage currents under different input vectors
are correlated because they are sensitive to the same parameters
of the gate, regardless of whether these are spatially correlated or
not. In order to correctly predict the distribution of total leakage
in the circuit, the correlations of these leakage currents must be
considered when they are summed up.

In Section 4.2, in order to reduce the number of correlated leak-
age components to sum, the leakage currents that arise from the
same leakage mechanisms in the same grid from the same entry of
the look-up table are merged into a single lognormally distributed
leakage component. Let ����� and ����� be two merged sums, cor-
responding to subthreshold leakage and gate leakage components
in the same grid, respectively. These are calculated as:

����� � ��
�

�
�����

�
��

��

�
�
�������

�
� ��

�

�
������� (14)
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�

�
���

�
���� (15)

where �� and �� are the lognormals approximating the sum of inde-
pendent lognormals,

��

�� �
�

������� and
���

�� ��


�
��
�
����� in

����� and ����� respectively, as described in Section 4.2.
Note that

��

�� �
�

������� and
���

�� ��


�
��
�
����� may be cor-

related, since the same gate may contribute both subthreshold and
gate leakage. Therefore, �� and �� are correlated and the correla-
tion between ' and � has to be derived.

Since the ��� values are independent in different gates, the corre-
lation, ��(�

��

�� �
�

������� ,
���

�� ��


�
��
�
�����	, is easily com-

puted as:�
�
�

�

�
������

�
�

� �������
��
��
���

�

��
�

���� � �	 (16)

The correlation between �� and �� is then found as:

��(���� ��	 � #�����	�#���	#���	 (17)

� � �� 	���
�

���
�

	�����!��������� � �	

where )� [)� ] and )� [�� ] are the mean and standard devia-
tion of ' [*], respectively. Solving Equation (17) for ��(�'� *	, we
have:

��(�'� *	 � � ���

�
� �

��(���� ��	

� �� 	���
�

�
���	���

	
(18)

Since �� and �� are approximations of
��

�� �
�

������� and���

�� ��


�
��
�
����� respectively, we can reasonably assume that

��(���� ��	 � ��(

�
� ��

��

�
�
������� �

���

��

��

�
��������

�
� (19)

Moreover, the mean and standard deviation of ' and * are already
known from the approximation, and therefore, the computation of
��(�'� *	 is easily possible.
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Figure 2: Distributions of the total leakage using the pro-
posed method against Monte Carlo simulation method for cir-
cuit c7552. (Our method: solid line, Monte Carlo: starred line)

5. HANDLING INTER-DIE VARIATIONS
The framework for statistical computation of full-chip leakage

considering spatial correlations in intra-die variations of parame-
ters can easily be extended to handle inter-die variation. To include
the effects of inter-die variations in leakage estimation, for each
type of parameter, a global random variable can be applied to all
gates in the circuit to model this effect. For spatially correlated pa-
rameters, this is reflected as an update of the covariance matrix by
adding to all entries the variance of the global random variable, and
thus the same framework for leakage estimation proposed in earlier
sections can be applied. For spatially uncorrelated parameters, the
global random variable only introduces a correlation term between
the leakage currents of different gates, and the algorithm for total
leakage estimation remains the same.

6. EXPERIMENTAL RESULTS
Our method for full-chip statistical leakage estimation was tested

on circuits in the ISCAS85 benchmark set. The circuits were syn-
thesized with SIS with cell library consisting of an inverter, and
NAND, NOR, AND, and OR gates with 2, 3 and 4 input pins.
The designs were placed using Capo [15]. The technology param-
eters that were used correspond to the 100nm Berkeley Predictive
Technology model, and the �� value of parameter variations for
� and ��� were set to ��� of the nominal parameter values, of
which inter-die variations constitute ��� and intra-die variations,
���. The spatial correlation was modeled so that the correlation
coefficient value diminishes equally with the distance between any
two grids, and the numbers of grid partitions of spatial correlation
model used for the benchmarks are given in Table 1.

For comparison purposes, we performed Monte Carlo simula-
tions with 10,000 runs on the benchmarks. The results of the com-
parison are shown in Table 1. The average errors for mean and
sigma values are ����� and �����, respectively. In Figure 2,
we show the distribution of leakage achieved from the proposed
method and Monte Carlo simulation for circuit c7552: it is easy to
see that the curve achieved by the proposed method matches well
with the Monte Carlo simulation result. For all testcases, the run-
times of the proposed method are less than one second, while the
Monte Carlo simulation takes considerably longer: for the largest
test case, c7552, Monte Carlo simulation takes 3 hours.

To show the importance of considering spatial correlations, we
run another set of Monte Carlo simulations (MCNoCorr) on the
same set of benchmarks, assuming correlation coefficients of zero
between the effective gate length � of all transistors on the chip.
The comparison between the data is also shown in Table 1. It

can be observed that although the mean values are close, on av-
erage, the variances of MCNoCorr, where spatial correlations are
ignored, show an average underestimation of ����� compared to
MC, where the spatial correlations are taken into account. This
is because the leakage values of different gates are less correlated
when spatial correlations are ignored, and thus different gates have
lower probabilities of taking larger values of leakage simultane-
ously, which results in smaller overall variations.

To visualize the difference, in Figures 3 and 4, for circuit c432,
we show the scatter plots for 2000 samples of full-chip leakage
generated by Monte Carlo simulations with and without considera-
tion of spatial correlations of �. The x-axis marks the multiples of
the standard deviation value of inter-die variations in the effective
gate length, ��
���� , which ranges from �� to �� since a Gaus-
sian distribution is assumed. For each specific value of �
���� , the
scatter plot shows the various values for leakage due to variations
in ��� and intra-die variations of �. The plots also show a set
of contours lines that correspond to different percentage points for
the CDF of leakage current, with spatial correlation considered at
different values of ��
���� . In Figure 3, where spatial correlations
are considered, nearly all points generated from Monte Carlo simu-
lation fall between the contours of the �� and ��� lines. However,
in Figure 4, where spatial correlations are ignored, the spread is
much tighter in general: the average value of ��� point of full-chip
leakage, with spatial correlation considered, is ��� times larger than
that without for ��
���� � ���; the same ratio is ��� times larger
otherwise. Looking at the same numbers in a different way, in Fig-
ure 4, all points are contained between the ��� and ��� contours
if ��
���� � ���. In this range, ���� is greater than ����� by one
order of magnitude on average, and thus the variation of � can have
a large effect on the total leakage as ���� is exponentially depen-
dent on �. Consequently, ignoring spatial correlation results in a
substantial under-estimation of the standard deviation, and thus the
worst-case full-chip leakage. For ��
���� + ���, ���� decreases
to a value comparable to ����� and � has a relatively weak effect
on the variation of total leakage. In this range, the number of points
of larger leakage values is similar to that when spatial correlation is
considered. However, the large number of remaining points show
smaller variations and are within the ��� and ��� contours, due
to the same reasoning given above for ��
���� � ���.

We also study the components of the variation of full-chip leak-
age, subthreshold and gate-tunneling leakage due to the variations
of � and ��� alone. In Table 2, the results with varying � and ���
at the nominal value are provided in columns � to �, and the last
� columns show the reverse. As seen in the table, the variations
of � and ��� can each individually lead to substantial variations
in the full-chip leakage. When only � varies, ���� varies substan-
tially (the average ratio of the mean to the standard deviation is
�����) and ����� trivially (the corresponding ratio is ����), since
���� is more sensitive to the variation of � than ���, and ����� is a
strong exponential function of ��� over �. In this case, ���� domi-
nates ����� by � to � times and the variation of full-chip leakage is
mainly due to ����. In contrast, when only ��� varies, the mean of
����� doubles and standard deviation increases by �� times, while
standard deviation of ���� is about � times smaller compared to the
former case. In this case, although the mean of ����� is about two
times smaller than that of ����, the standard deviation is � times
larger than that of ����. Therefore, although ���� and ����� are
both major contributors to the full-chip leakage, the leakage varia-
tions are mainly due to �����.

7. CONCLUSION
We have presented a method for analyzing the leakage current

distribution of circuit under process parameter variations consid-



Table 1: Comparison of the proposed method with Monte Carlo simulation
Circuit Gate Grid Monte Carlo (MC) Our Method Error% MCNoCorr Error%
Name Number Number mean(nA) std(nA) mean(nA) std(nA) mean std mean(nA) std(nA) mean std
c7552 5528 64 327.9 106.1 324.3 101.0 -1.1% -4.9% 327.8 90.7 0.0% -14.5%
c5315 3887 64 239.0 78.4 235.7 74.3 -1.4% -5.2% 239.5 67.2 0.2% -14.3%
c6288 2672 16 229.6 77.3 227.7 78.0 -0.8% 0.8% 229.7 71.8 0.0% -7.1%
c3540 2606 16 158.9 53.4 156.8 50.9 -1.3% -4.7% 158.3 44.1 -0.4% -17.4%
c2670 1925 16 113.7 37.8 112.6 36.6 -1.0% -3.3% 113.9 31.7 0.2% -16.3%
c1908 1261 16 73.5 24.9 72.3 23.5 -1.6% -5.6% 73.2 20.1 -0.4% -19.1%
c880 594 4 37.4 13.3 36.9 12.7 -1.3% -4.6% 37.3 10.5 -0.3% -21.4%
c432 294 4 18.3 6.5 17.9 6.2 -1.8% -5.0% 18.2 5.1 -0.4% -21.5%

Table 2: Comparison of leakage by varying � and ��� independently
Circuit Leakage by varying effective gate length only (nA) Leakage by varying gate oxide thickness only (nA)
Name �
�
�� �
�� ���
� �
�
�� �
�� ���
�

mean std mean std mean std mean std mean std mean std
c7552 268.2 81.3 216.2 83.8 52.0 2.7 298.9 63.1 195.1 34.0 103.8 88.2
c5315 194.3 60.6 155.3 62.5 39.0 2.0 217.4 47.6 139.5 24.4 77.9 65.8
c6288 178.5 46.7 131.2 49.1 47.4 2.6 215.0 63.8 120.4 19.6 94.6 79.2
c3540 129.4 42.2 103.3 43.6 26.1 1.5 144.4 31.7 92.9 15.9 51.5 43.7
c2670 92.9 29.9 74.6 30.8 18.3 1.0 103.4 21.9 67.2 11.5 36.2 30.4
c1908 60.4 20.5 49.2 21.1 11.2 0.6 66.5 13.1 44.0 7.6 22.5 18.8
c880 30.6 10.9 24.5 11.2 6.1 0.4 34.1 7.5 22.0 3.8 12.1 10.4
c432 15.1 5.6 12.5 5.8 2.6 0.2 16.4 3.1 11.2 2.0 5.3 4.5
Avg 121.2 37.2 95.9 38.5 25.3 1.4 137.0 31.5 86.5 14.9 50.5 42.6
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Figure 3: Scatter plot of full-chip leakage considering spatial
correlation for circuit c432
ering the spatial correlations among parameters. The proposed
method was shown to be effective in predicting the mean, standard
deviation and the CDF/PDF of the total chip leakage. We have also
shown that the spatial correlations of parameters must be consid-
ered appropriately in order to predict yield of chip correctly. We
believe that this framework is general to predict the circuit leak-
age under other parameter variations. For example, leakage has a
strong dependence on temperature and the variation of temperature
is also highly spatially correlated. If the correlation statistics are
available, this method can easily be extended to capture the effects
of temperature variations.
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