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Abstract

This paper presents strategies to insert buffers in
a circuit, combined with gate sizing, to achieve bet-
ter power-delay and area-delay tradeoffs. The delay
model incorporates placement-based information and
the effect of input slew rates on gate delays. The re-
sults obtained by using the new method are signifi-
cantly better than the results given by merely using a
TILOS-like transistor sizing algorithm alone.

1 Introduction

The transistor sizing problem [1, 2, 3] is often
formulated as Minimize Area subject to Delay <
Tspec-
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Figure 1: Area-delay curve for sizing

For a given combinational circuit, the nature of
the area-delay tradeoff curve for transistor sizing is as
shown in Fig. 1. Typically, a small amount of sizing is
adequate to reduce the delay corresponding to the un-
sized circuit, dynsizeq. However, as the specification is
tightened, the circuit has to be sized tremendously to
achieve further delay reduction. Further, it is impossi-
ble to reduce the delay of a circuit indefinitely through
sizing, and there is a minimum achievable delay, d,n,
that cannot be bettered through sizing.

Traditionally, transistor sizing and buffer insertion
(the “fanout problem”) [4, 5] have been carried out
separately and at different stages of the design process
However, as sizing changes the capacitances driven by
various gates, the locations of high-capacitance nodes
are accurately established only during sizing, and any
optimizations performed before sizing are necessarily
based only on educated guesses. Therefore, it is useful

to combine the two optimizations into a single step,
and this is the objective of this research.

The organization of this paper is: Section 2 intro-
duces the delay and area modeling; Section 3 talks
about the criticality calculation; The program outline
is presented in Sections 4 and 5; Complexity is given
in Section 6; Experimental results are presented in
Section 7, followed by concluding remarks in Section
8.

2 Delay and area modeling

As in previous work (for example, [1, 2]), the circuit
area is modeled as the sum of all transistor sizes. We
use the width of each transistor to represent the size
of the transistor.

At the gate level, each static CMOS gate G; is mod-
eled by an equivalent inverter. The relation between
the gate sizes in the equivalent inverter and transistor
widths in the gate can easily be computed for vari-
ous type of gates. For example, for a k-input NAND
gate, Sn,i = wmi/k, Spﬂ' = Wp,i- Sn,i (Spﬂ') is the n-
transistor (p-transistor) size of the equivalent inverter.

The capacitance loading, Cp, of gate G; is:

CrL = Zjefanouti Cgatej + Cintrinsic + Cwire (1)

where Cintrinsic corresponds to the source and drain
capacitance connected to the output node of G;. The
wire capacitance values are based on the placement.

The Elmore fall step delay, t¢,, of gate G; can then
be obtained from Cr, and S, ; as [6, 7]

tfi,step =R, -CL (2)

where R;, = ?T" R, is a constant. The rise delay is
similarly obtained as ¢, step = Ri, - CL-

We use the inverter delay model presented in [8].
The effect of the input-to-output coupling capacitance
and input slope effects are considered in this model.
When the applied input is the ramp
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where 7 is the slope of the input ramp, the delay is
given by

T c
ty.ramp =vry - 5 + <1 + 2C’—AL/[> tr,step (4

Here, vpy is “gg where Vrp is the threshold voltage
of the n-transistor and Vpp is the supply voltage. Cys
is the coupling capacitance between the input and the
output nodes. C, is the driving load. Typical values
of vry and %—I‘L/’, which we use in this work, are 0.2

and 0.1, respectively [8]. A similar expression is used
for the rise transition. The value of 7 is taken to be
twice the Elmore delay of the preceding gate, as in [2].

3 Criticality Calculation

Roughly speaking, the criticality of a path is de-
pendent on the magnitude of the violation of the tim-
ing specification, so that paths with large violations
are identified as being highly critical, and those with
small violations are only mildly critical.

Consider the sensitivity, g—i for each gate ¢, where
x; is the size of the gate, and d is the delay of the
most critical path through the gate. We maintain the
number 5

o; = min(0, a—Z - Ax;) (5)
for each gate i, where Ax; is the amount by which the
gate size would be increased if it were to be bumped
up. Therefore, o; estimates the reduction in the gate
delay through a possible bumping up operation. Note
that gates with a positive sensitivity are assigned a o;
of zero since the gate size would be left unchanged if
the bumping operation were to increase the delay.

We define a measure for the criticality that we call
X, associated with each gate fanout. Fanouts with
larger x values are less critical than those with smaller
x values.

A backward PERT traversal is performed from the
primary outputs towards the primary inputs (PI’s) to
calculate the value of x for each gate. The x value at
each primary output is set to be the difference between
the maximum delay at the primary output and the
actual delay to that point. Therefore, increasing the
path delay to that primary output by y will leave the
circuit delay unchanged.

If we know the x value for all the fanouts of a given
gate 7, its own x value is calculated as

xi= _min [x;+ slack;] + |oy| (6)

jefanouts(s)
where slack; represents the slack at fanout j. The
slack is defined as the amount by which the delay
along this path may be increased before it becomes
the longest delay path in the circuit.

4 Buffer insertion
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Figure 2: Types of buffer insertion

Type A If a gate whose outputs are all highly critical
drives a large capacitive fanout, buffer insertion
can help in reducing the delays of these paths. By
choosing an appropriate size of buffer, the fanout
capacitance of Gate G may become smaller, and
sum of the delays of the buffer and Gate G may be
smaller than the delay of Gate G in the unbuffered
circuit.

Type B If a gate has some highly critical outputs and
some mildly critical and noncritical outputs, then
one may isolate the capacitance of the noncritical
outputs from the highly critical path by inserting
a buffer. Since the fanout capacitance of gate G
becomes smaller, the RC delay of G is reduced,
and therefore, the delay along the highly critical
paths is reduced.

5 Outline of the algorithm

The transistor sizing problem is well known to be
equivalent to a convex programming problem [1, 2]
when the topology of the circuit is fixed. However,
when the structure of the circuit is allowed to change
(by inserting buffers), this is no longer true. Finding
the optimal locations for Type B buffers in an unsized
circuit, is NP-complete [5]. Therefore, we resort to
heuristic methods for solving the problem.

We attempt to improve the delay along the critical
path by one of several possible transformations in each
iteration. (1) bumping up the size of some transistor
along the path. (2) inserting a Type A buffer along the
critical path. (3) inserting a Type B buffer to isolate
noncritical paths from critical paths.

The general philosophy behind the algorithm is shown

below.

minimum delay = minimum-sized circuit delay
Initialization (all gate sizes are set to minimum values)

While (delays at all primary outputs are not < Tspec) {
Compare path delays with Tsp.. and find the most critical path
For all gates on the critical path {

Estimate figure of merit of bumping up a transistor

Estimate figure of merit for inserting a Type A buffer
Estimate figure of merit for inserting a Type B buffer

If (bumping up a transistor has the best figure of merit)



increase the size of a selected transistor
if (inserting a Type A buffer has the best figure of merit)
insert a Type A buffer
if (inserting a Type B buffer has the best figure of merit)
insert a Type B buffer
Recompute circuit delays
if (circuit_delay < minimum_delay) minimum_delay = circuit_delay
if (circuit.delay > 1.1 X minimum_delay)
/% failed to meet specifications */
exit

In each step, one of the three transformations is
performed for delay reduction. After a certain point,
since the circuit delay cannot be reduced indefinitely,
the circuit delay will be seen to increase in succes-
sive iterations. We terminate the iterations when the
delay increase is seen to be significant, i.e., 1.1 x min-
imum_delay.

5.1 Type B buffer insertion

A type B buffer will always reduce the delay to a
highly critical fanout at the expense of an increase
area of the inserted minimum-sized buffer. Therefore,
a reduction in the delay by an amount AD can be
effected by an area increase of AA. We must now
estimate the amount of area, AAr, required by the
sizing procedure to achieve the same delay reduction.
If AA < AAp, then we insert the Type B buffer.

To estimate the value of AAp, given a specific
buffer insertion point, at each such primary output i,
we use an extrapolation method to estimate the area
increase, Aa;, required to match the circuit delay re-
duction. We then calculate the figure of merit for siz-
ing as

AAr =" Aqg; (7)

i€Epo

We use Lagrangian extrapolation to estimate AArp
for AD. We found that a fourth order polynomial ap-
proximation was adequate.

The steps involved in determining the buffer loca-
tion can now be summarized as follows:

1. Find the gate ¢ with the maximum fanout capac-
itance along the most critical path of the circuit.

2. Find the maximum value of x; of all fanouts of
gate 7; let Xmao be the maximum value of ;. All
fanouts j whose x; is > ¢1 - Xmaaz (Where ¢; < 1
is an empirically tuned number) are placed in the
noncritical set.

3. When a buffer is inserted, the delay of gate ¢ is
reduced by an amount ADg.., which is the de-
lay reduction along the critical paths. Along a
noncritical fanout j, the delay is increased by
AD;pne — ADge., where AD;,. is the increased
delay due to the insertion of a buffer.

Therefore, with the insertion of the buffer, we
may say that the delay from j to the primary out-
puts may be increased by x; — (ADjne — ADgee).
The larger this amount, the less critical the path
would be after buffer insertion. Therefore, we cal-
culate this quantity for each fanout and if its value
is small, then we remove the fanout j from the
noncritical set.

4. For any fanout j, if x; — (ADine — ADgec) < 3,
the gate is moved from the noncritical set to the
critical set.

We perform a type B buffer insertion to isolate the
critical set (gates) from the noncritical set (gates).

5.2 Type A buffer insertion

The following procedure is used to estimate the po-
tential delay reduction through Type A buffer inser-
tion at each gate output:

1. Find the minimum (most negative) sensitivity
among the gates along the most critical path, de-
aD

noted as 5 best-

2. For each gate on the most critical path, we calcu-
late the values of AD, ;s and AD 4, the changes
in the rise and fall delays, respectively. Only
those gates at which both the rise and fall de-
lays can be reduced are considered as candidates
for buffer insertion. For these gates, the sensitiv-
ity of the buffer , is determined for the

calculated size.

oD oD
If Oz |buffer < Oz |best’

ignated as a permitted buffer insertion location.

oD |
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then this location is des-

3. Among the permitted buffer insertion points in
Step 2, the output of gate k& with the best delay
reduction is chosen to be the best Type A buffer
insertion location.

4. Having performed a Type A buffer insertion, the
buffer and its predecessor gate k are now reset to
the minimum size to correct for any over-sizing in
k in the past. The sizing procedure is permitted
to size these gates back up again in subsequent
iterations to their optimal sizes, so that the so-
lution is not unduly bound by any incorrect siz-
ing choices that were made before the buffer was
added.

6 Complexity

Each iteration requires O(|V|+|E|) time for timing
analysis and slack calculation, O(D,) time for sensi-
tivity calculation, O(|V'| + |E|) time to evaluate type



Table 1: Comparison of Sizing vs Sizing+Buffer Insertion

Circuit | |G| D, Ay | Tspec Sizing Sizing+Buffer Insertion Area

Area CPU Area CPU Ratio

time(s) time(s)

cc 58 61.4 | 248 23 900 6.7 706 (A:1; B:6) 4.9 1.27
cml63 43 43.4 160 14 692 3.0 428 (A:1; B:5) 2.6 1.62
f51m 136 82.5 548 50 2627 17.6 1627 (A:1; B:4) 13.3 1.62
i135 269 | 121.1 | 1252 36 4307 29.9 2183 (A:0; B:13) 32.8 1.97
c499 202 | 177.3 | 816 51 3004 30.2 2571 (A:1; B:15) 62.4 1.17
c1355 546 | 324.5 | 2128 100 5001 145.9 4279 (A:1; B:38) 192.3 1.17
c2670 1193 | 456.0 | 4152 | 88 9000 481.3 8586 (A:1; B:94) 595.7 1.05
¢5315 2307 | 831.2 | 8772 | 190 || 15000 | 987.2 13619 (A:1; B:125) | 1013.3 1.10

B buffer insertion, and O(D,.) time to evaluate Type
A buffer insertion, and since D. < |V, the overall
complexity of each step is O(|V| + |E|). |V| is the
number of vertices in the circuit graph, correspond-
ing to the number of gates in the circuit, and |E| is
the number of edges in the circuit graph, where each
edge corresponds to an interconnection from one gate
to one of its fanouts. D, is the depth of the circuit
(largest number of gates on any path). We emphasize
that due to the incremental techniques used, this is a
pessimistic estimate of the complexity.

7 Experimental results

The algorithm have been implemented in C on an
HP 735 workstation. In Table 1, we present the results
on some circuits from the ISCAS85 and LgSynth91l
benchmark suites.

For each circuit, the number of gates |G|, the un-
sized delay D,, and the unsized area A, are shown.
For a given (moderate) timing specification Tspe., the
area of our approach is compared with the area from
our implementation of TILOS, which is a direct im-
plementation from [1]. Next to the area numbers the
table are also shown (in brackets) the number of Type
A and Type B buffers. The CPU times for both meth-
ods are very similar. The area ratio shown in the last
column shows the ratio of the area required by sizing
alone as compared to the area required by our method.
Our algorithm achieved from 5% to 49% area reduc-
tion.

The entire area-delay tradeoff for this algorithm for
1135 circuit is shown in Fig. 3.

8 Conclusion

In this paper, we have aimed to support the ba-
sic idea that buffer insertion can help to improve the
area-delay tradeoff curve and have presented heuristic
algorithms for the purpose. In this work, the efficacy
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Figure 3: Area-delay tradeoff for circuit i135

of reducing the dynamic power dissipation is further
improved by considering buffer insertion to achieve the
delay goal for the circuit with a smaller area/power
cost.
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