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Electromagnetic Brain Source Imaging by Means
of a Robust Minimum Variance Beamformer
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Abstract—Objective: Adaptive beamformer methods
that have been extensively used for functional brain
imaging using EEG/MEG (magnetoencephalography) sig-
nals are sensitive to model mismatches. We pro-
pose a robust minimum variance beamformer (RMVB)
technique, which explicitly incorporates the uncertainty
of the lead field matrix into the estimation of spatial-filter
weights that are subsequently used to perform the imag-
ing. Methods: The uncertainty of the lead field is modeled
by ellipsoids in the RMVB method; these hyperellipsoids
(ellipsoids in higher dimensions) define regions of uncer-
tainty for a given nominal lead field vector. These ellipsoids
are estimated empirically by sampling lead field vectors
surrounding each point of the source space, or more gen-
erally by building several forward models for the source
space. Once these uncertainty regions (ellipsoids) are es-
timated, they are used to perform the source-imaging task.
Computer simulations are conducted to evaluate the per-
formance of the proposed RMVB technique. Results: Our
results show that robust beamformers can outperform con-
ventional beamformers in terms of localization error, recov-
ering source dynamics, and estimation of the underlying
source extents when uncertainty in the lead field matrix is
properly determined and modeled. Conclusion: The RMVB
can be substituted for conventional beamformers, espe-
cially in applications where source imaging is performed
off-line, and computational speed and complexity are not of
major concern. Significance: A high-quality source imaging
can be utilized in various applications, such as determining
the epileptogenic zone in medically intractable epilepsy pa-
tients or estimating the time course of activity, which is a
required step for computing the functional connectivity of
brain networks.

Index Terms—Adaptive beamformer, EEG, electromag-
netic source imaging, inverse problem, linearly constrained
minimum variance beamformer, MEG, robust beamformer,
robust minimum variance beamformer.
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I. INTRODUCTION

E LECTROMAGNETIC source imaging (ESI) [1]–[3]
using electroencephalography (EEG) [4], [5] or

magnetoencephalography (MEG) [6], [7] measurements is an
effective tool for mapping and imaging dynamic brain electrical
activities. This functional imaging modality, which is typically
non-invasive (see [8]–[10] for ESI using intracranial record-
ings), has been utilized by many researchers in clinical envi-
ronments to study the brain function or dysfunction in various
physiological or pathological (e.g., in epilepsy patients) con-
ditions. Due to the ill-posed nature of the EEG/MEG source-
imaging problem, many techniques have been proposed in the
literature to regularize the problem. See [11] for review of ESI
techniques. Adaptive beamformers [12], [13], which are the fo-
cus of this study, design spatial filters to selectively pass the
signals associated with desired locations while suppressing the
activities coming from the rest of the brain. The word adaptive
corresponds to a feature by which the ultimate model used to
solve the inverse problem depends on the measurements as well
as the head volume conductor properties. In adaptive beamform-
ers, adaptation is achieved by incorporating the measurements
and noise covariance matrices into the problem formulation.

Since first introduced to the brain source imaging commu-
nity, adaptive beamformers have been more often used for MEG
source imaging rather than EEG source imaging [2], [14]. This
may in part be due to the fact that sources of uncertainty in the
forward modeling of EEG is usually considered to be more ex-
tensive compared to MEG. In practice, electrical activities of the
brain can be situated anywhere in the brain tissue, while current
dipoles are assumed in fixed and pre-discretized locations (in a
distributed model). In addition, there are levels of uncertainty in
the electrical properties of the head volume conductor, such as
the relative conductivity ratios of different tissues (the scalp, the
skull and the brain, in boundary element model) and their inho-
mogeneity profiles. Furthermore, realistic head volume model
of the subject may be unavailable in some cases. Unreliable
estimation of the covariance matrices because of insufficient or
noisy data is another source of error in practice. Consequently,
availability of the true lead field is almost impossible in many
cases. On the other hand, beamformers are generally sensitive
to the errors in the forward models. More specifically, linearly
constrained minimum variance (LCMV) beamformer, which is
the base of all adaptive beamformers, is known to be highly sen-
sitive even to slight mismatches between the true and estimated
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models [15], [16]. See e.g., [14] for a detailed beamformer anal-
ysis of sensitivity to the forward modeling mismatches.

To deal with these issues, the authors of [17], [18] have applied
a technique called diagonal loading (DL) to the MEG source
localization problem. DL replaces the covariance matrix of the
measurements with a regularized version, by adding a constant
factor of the unity matrix to the measurement covariance ma-
trix. Although DL can reduce the sensitivity to some extent, it is
understood that such regularizations lead to a trade-off between
the output signal-to-noise ratio (SNR) and the spatial resolution
of the LCMV [15]. More importantly, it is not clear how to
determine the optimal value of the DL factor based on known
levels of uncertainty in the lead field matrix [16]. Besides DL,
eigenspace beamformer [15], [19] is another technique that can
yield robustness against modeling errors as well as measurement
noise. We sought to show that the performance of this method
may be further improved if the uncertainty in the forward mod-
eling is taken into consideration in the model. While modeling
lead field uncertainty has already been investigated in the signal
processing community through a technique called robust mini-
mum variance beamformer (RMVB) [16], [20], [21], this study,
to the best of our knowledge, is the first to adapt the RMVB
to functional brain imaging and source imaging. Besides output
SNR, which was originally used to compare the RMVB to its
peers, we used three other criteria to investigate the merits and
limitations of the RMVB and to compare its accuracy to the
conventional adaptive beamformers for the purpose of ESI. To
this end, we conducted comprehensive computer simulations to
show the merits of a robust modeling.

II. METHODS

Brain electrical activities can be modeled by current dipoles
[1], [22]. Since Maxwell’s equations are solved in a quasi-static
regime, it can be assumed that the relation between these dipoles
and the EEG/MEG potentials generated at the sensors is instan-
taneous and linear [23]. More specifically,

Φ = KJ + N0 , (1)

where Φ is the matrix of EEG/MEG potentials gener-
ated/recorded at the sensors at different time points, K is the
lead field matrix defining the linear relation between the current
dipoles and the potentials, J is the matrix of current dipoles
over time and N0 models the noise at the sensors over time.
Assuming M sensors, N current dipoles and T time points, Φ
and N0 are the matrices of size M × T , J is a matrix of size
N × T and K is a matrix of size M × N , which encompasses
the geometrical and electrical properties of the medium through
which brain signals propagate to reach to the sensors.

A. Linearly Constrained Minimum Variance (LCMV)

The goal of ESI techniques is to recover the underlying source
activity (current dipole matrix J) using a set of electromagnetic
recordings (the measurements matrix Φ). Scanning techniques
(LCMV, (RAP)-MUSIC, FINES, etc.) [13], [24], [25] use all the
measurements to estimate only a single element of the current
dipole vector located in a specific voxel, so in order to esti-
mate the full current dipole vector, all predefined source space

locations have to be scanned; hence the name scanning. LCMV,
which lies in this category, performs the task by designing a spa-
tial filter for each voxel. This spatial filter is a linear operator,
which once applied to the measurement matrix Φ, back-projects
the activities of a desired voxel from the scalp measurements,
while attempting to suppress the activities of all other voxels be-
sides noise. This procedure is repeated until all current dipoles
(at every voxel in the source space) are estimated. Speaking
more mathematically, LCMV solves the following optimization
problem:

w∗
i = arg min

wi

wT
i Cwi

s.t. wT
i ki = 1, ∀i ∈ {1, . . . , N} , (2)

where C is the measurements covariance matrix of size
M × M (see Practical Considerations section in the Supple-
mentary materials for estimation details), ki is the ith column
of the lead field matrix K corresponding to the current dipole at
the ith voxel and wi is a vector of size M × 1, which yields the
estimation of dipole i through the following equation:

Ĵi = w∗
i
T Φ, ∀ i ∈ {1, . . . , N} . (3)

Using Lagrange multipliers method, the optimal solution of
this optimization problem can be shown to be

w∗
i =

(
kT

i C−1ki

)−1
C−1ki, ∀ i ∈ {1, . . . , N} . (4)

To provide an intuitive interpretation of this procedure, one
should notice that the objective function in the optimization
problem (2) is in fact the output power of the linear filter (or the
variance of the estimated current dipole at voxel i). By mini-
mizing the filter output power (minimum variance (MV)) under
the constraint wT

i ki = 1 (linearly constrained (LC)), LCMV
ensures that to the best of its ability, the filter removes the con-
tribution of all irrelevant activities to the measurements while
keeping the desired signal intact.

Based on (4), it is clear that w∗
i is inversely proportional to the

norm of the ith lead field column associated with the ith voxel.
Since the norm of the lead field vector is generally smaller for the
voxels that are located further away from the electrodes, the filter
coefficients become larger for deeper locations. This generates
some bias towards deeper activities. Additionally, depending on
the location and orientation of the dipoles, noise may affect the
sources differently. To compensate for the depth and asymmetric
spatial distribution of the noise, LCMV is usually followed by
a normalization step of the filter coefficients [13], [18], [19],
[26]. To this end, the filter coefficients are normalized either by
their l2 norm [19] or by a factor, which is a function of noise
covariance matrix. This factor can be calculated in different
ways, for example by finding the power of each voxel, if the
filter coefficients are applied to pure noise data. In other words,
the filter coefficients can be normalized according to

wi = w ∗
i√

w ∗
i
T CN w ∗

i

, ∀ i ∈ {1, . . . , N} , (5)

where CN is the noise covariance matrix estimated using base-
line (see Practical Considerations section in the Supplementary
materials for estimation details). The authors of [13] employed
a slightly different strategy; they first customized the filter
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coefficients by solving the optimization problem (2) for noise-
only segments and then followed the same strategy, i.e.,

wi = w ∗
i√

w̃ ∗
i
T CN w̃ ∗

i

, ∀ i ∈ {1, . . . , N} , (6)

where w̃∗
i is the solution of the optimization problem (2) with the

measurements covariance matrix C replaced with noise covari-
ance matrix CN . This strategy was adopted for normalization
throughout this study. It should be mentioned that in some ap-
plications such as resting state analysis, the estimation of noise
covariance matrix is not straightforward. In such situations, CN

can be replaced with a unity matrix of appropriate size, which
is equivalent to assuming pure white and identically distributed
noise across all sensors.

Besides the normalization, LCMV can also benefit signif-
icantly from a denoising procedure in the end. This method,
which is called the eigenspace beamformer, was first introduced
by [15], [19] to the source imaging community. The eigenspace
beamformer assumes that the number of sources is known a pri-
ori. It then exploits this information to separate the signal and
noise subspace and project the filter coefficients vector wi onto
the signal subspace as follows:

w̄i = EsE
T
s wi, ∀ i ∈ {1, . . . , N} , (7)

where Es is the truncated covariance matrix of the measure-
ments C. Es is calculated by keeping the principal compo-
nents (associated with dominant singular values) obtained from
singular-value decomposition (SVD) of matrix C and setting the
rest to zero (the small values are assumed to be due to noise). In
practice, there are different approaches to determine the number
of principal components. The number of components can be es-
timated by keeping the components that explain a preset level of
variation starting from components with higher singular values,
or those components that lie above the knee of the curve show-
ing the sorted singular values. In this study, Kaiser’s rule [27]
was used to select the number of principal components. More
specifically, we kept the components associated with the singu-
lar values, which were greater than the average of all singular
values.

Based on our simulations, while both the normalization and
denoising steps play an important role in the quality of the
LCMV solutions, the role of denoising is more crucial. Fur-
thermore, applying both steps in series improves the accuracy
of solutions only slightly, compared to the denoising alone.
Nonetheless, we decided to implement both steps in this study,
since it was quite straightforward to apply the normalization step
as well. This method will be referred to as “LCMV-ND-DN”
(LCMV-normalized-denoised) in the rest of this paper.

B. Robust Minimum Variance Beamforemer (RMVB)

In order to more explicitly consider the uncertainty in the for-
ward modeling, let Ri = {z | (z − ki)T P−1

i (z − ki ) ≤ 1} =
{Aiu + ki | ‖ u‖ ≤ 1} be an M -dimensional ellipsoid centered
at ki , with M × M matrices Pi and Ai determining its size
and shape (Pi = AiA

T
i ). This ellipsoid is assumed to cover all

possible values for the lead field column of the ith voxel, namely
the uncertainty region (spanned by z and u M × 1 vectors). To
consider the uncertainty of the lead field, one idea is to enforce

the spatial filter to pass the activities associated with not only
ki , but also all values in the uncertainty region Ri . Hence, the
LCMV optimization problem (2) can be reformulated as

w∗
i = arg min

wi

wT
i Cwi

s.t. wT
i z ≥ 1, ∀ z ∈ Ri. (8)

The constraint in (8), which includes infinite number of linear
equations, is equivalent to:

wT
i (Aiu + ki) ≥ 1, ∀ u s.t. ‖u‖ ≤ 1. (9)

Inequality (9) holds if and only if it holds for u∗ that min-
imizes the term wT

i Aiu. Cauchy-Schwartz inequality and the
constraint ‖u‖ ≤ 1 lead to u∗ = −AT

i wi/ ‖AT
i wi‖ [16], [21].

By substituting this value and some manipulations, the opti-
mization problem (8) can be expressed as

w∗
i = arg min

wi

wT
i Cwi

s.t. wT
i ki ≥ 1 + AT

i wi, ∀ i ∈ {1, . . . , N} , (10)

which is a second order cone programming (SOCP) problem
[28], [29]. After solving this problem, the solution can be nor-
malized such that w∗T

i ki = 1. Henceforth, we refer to this tech-
nique as the robust minimum variance beamformer (RMVB).
While the RMVB does not enjoy a closed-form solution as the
conventional LCMV, it can still be solved efficiently using any
convex optimization solver such as CVX [30], [31] (See Sup-
plementary materials for more details on convex optimization).
Additionally, the normalization and denoising steps can also be
applied to the solution of RMVB as before. This will be referred
to as the RMVB-ND-DN in the rest of the paper.

C. Uncertainty Region Estimation

Multiple sources of uncertainty have to be considered in order
to find the uncertainty region, e.g., uncertainty in the location
(due to discretization) and orientation of the current dipoles or
uncertainty in the forward model parameters (due to insuffi-
cient information about the head volume geometry, conductivi-
ties, inhomogeneity, etc.). In any case, it is possible to estimate
the uncertainty region empirically by sampling the surrounding
source space for each voxel [8] or by using several forward
models, for instance, constructed for electrical conductivities in
a given range [32]. More specifically, assuming Si neighbors
and F forward models, the first and second order statistics of
the uncertainty for the ith voxel can be estimated as

k̄i = 1
F

∑

f =1:F
kf

i , (11)

and

Qi = 1
Si ×F

∑

s=1:Si

∑

f =1:F

(
k

(s, f )
i − k̄i

)(
k

(s, f )
i − k̄i

)T

,

(12)
where kf

i is the lead field column of the ith voxel in the fth

forward model, k
(s, f )
i is the lead field column of the sth sam-

pled neighbor in the fth forward model, k̄i is the average lead
field (of all kf

i ) to be used in the inverse problem and Qi is



2368 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 65, NO. 10, OCTOBER 2018

the covariance matrix of the uncertainty. The authors of [8] pro-
posed to apply a projection on each k

(s, f )
i before using them in

(12). This projection in a fixed-orientation model, which is the
case for this study, translates to flipping the sign of k

(s, f )
i (or

equivalently the orientation of dipoles), wherever this reduces
the distance between k

(s, f )
i and ki . This is helpful in avoiding

overestimation of the uncertainty region size. Pi , which defines
the shape and size of the uncertainty ellipsoid, is indeed an in-
flated version of Qi(Pi = αQi). The inflation factor αi can be
found such that the uncertainty region Ri contain all the points
k

(s, f )
i [21], which mathematically translates to

α = sup
(s, f )

(
k

(s, f )
i − k̄i

)T

Q−1
i

(
k

(s, f )
i − k̄i

)
. (13)

See Practical Considerations section in the Supplementary
materials for further details of tuning uncertainty ellipsoids
sizes.

D. Computer Simulation Protocol

In order to investigate the performance of robust beamformer
and compare its merits and limitations to the conventional beam-
former, a series of computer simulations were conducted. To this
end, a realistic head volume model was built upon the Montreal
Neurological Institute Colin brain [33] consisting of three layers
i.e., the scalp, the skull and the brain. To solve the forward prob-
lem and to simulate the EEG recordings, a standard 128-cahnnel
BioSemi cap was fitted to the Colin brain, and a boundary el-
ement method (BEM) model [4], [34] was then derived to find
the lead field matrix, which linearly projects the current dipoles
to the electrical potentials at the electrodes.

In order to avoid any form of inverse crime and to evaluate
the capabilities of robust beamformer in dealing with model
violations, different models were derived for the forward and
inverse problems. While cortex was meshed very finely with a
grid of 1 mm (∼131, 000 elements on the cortex, in total) in
the forward problem, a coarser grid of 5 mm (∼9, 000 elements
on the cortex, in total) was used for the inverse problem. In the
forward model, the electrical conductivity of the scalp, the skull
and the brain (σscalp , σskull and σbrain ) were set to 0.33 S/m,
0.022 S/m and 0.33 S/m, respectively, while an average model
based on what follows was built to solve the inverse problem.
For estimation of uncertainty regions only the conductivity and
discretization uncertainties were considered. To this end, 11
different models were built. The electrical conductivities of the
scalp and the brain were fixed to 0.33 S/m in all the models,
while for the skull it was set such that the conductivity ratio
(σbrain/σskull) picked values incrementally with the steps of 1
in the physiological range of 15–25 [35]–[37]. The brain in each
model was meshed with two different choices of grid sizes; a
same coarser grid of 5 mm for the center of uncertainty regions
as in the inverse problem and a very fine grid of 1.1 mm to
estimate the variations for the nearest neighbor in the coarser
mesh according to (12). In this setting, each point of the fine
mesh was considered as a neighbor of one and only one point
in the coarser mesh. Note that different fine meshes were used
in the forward problem and estimation of uncertainty regions

(grid of 1 mm versus 1.1 mm); as also in real situations the true
source space is unavailable beforehand.

In this study, four different scenarios were simulated. The
first scenario consisted of 100 point dipoles placed randomly on
the cortex with a fixed orientation normal to the cortex surface.
To mimic a realistic inter-ictal spike, each dipole was assigned
a time course of activity sampled at the rate of 1 kHz (see
Fig. S1 in the Supplementary materials). In order to investigate
the effect of number of active nodes on the imaging accuracy,
in the second scenario, each configuration had three nodes of
activity. The time-courses, in this scenario, were such to yield
a minimal correlation between the nodes (see Fig. S2. (A and
B) in the Supplementary materials). In the third scenario, the
time-courses had high correlation factors to consider the effect
of correlation between nodes in 3-node networks (see Fig. S2 (C
and D) in the Supplementary materials). Please refer to the Sup-
plementary materials to review the results of this scenario. The
last scenario was designed to evaluate the performance of ro-
bust and conventional beamformers in situations, where sources
are not focal. The general criteria in this scenario remained the
same as the second scenario with the exception that each node
had an extent with a radius size roughly ranging from 10 mm
to 30 mm (randomly selected for each node of the network).
In this study, all the voxels within the extent of each node had
the same amplitude and the same time-course. After solving
the forward problem, the generated potentials at the electrodes
were contaminated by additive white Gaussian noise (AWGN)
to simulate a more realistic condition. The effect of noise was
further assessed by considering two different SNRs (calculated
based on power) i.e., 5 and 20 dB representing low and high
levels of noise. Finally, a fixed-orientation (normal to the cor-
tex surface) model was used to solve the inverse problem. This
choice can be justified by the fact that EEG signals are generated
by pyramidal cells, which project their dendrites orthogonally
to the cortex surface [38]. The simulation protocol in this study
is similar to our previous works [9], [39].

E. Performance Measures

Performance in this study was assessed by different met-
rics, namely dipole localization error (DLE), signal to noise
ratio (SNR), receiver operator characteristics (ROC) curve and
Matthew’s correlation coefficient (MCC). The former two met-
rics were used for focal activity scenarios, while the latter two
evaluated the conventional and robust beamformers in the ex-
tended source scenario. DLE measures the Euclidean distance
between the simulated and recovered source locations, which
are determined by estimating the foci of activity employing a
PCA-based technique (dominant local maxima of the principal
components as the foci of activity) [9], [39]. The SNR charac-
terizes how well the temporal profile of the underlying sources
can be recovered by ESI. Noise in this metric is defined as the
difference between the simulated and recovered time courses.
The power of the simulated signal over the power of noise in
logarithmic scale yields the SNR in dB. In order to evaluate the
concordance between temporal patterns, both the simulated and
recovered signals were normalized by their power before SNR
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Fig. 1. The Monte Carlo simulation statistics for the single-node source scenario. (A) The median DLE results for SNRs of 5 dB and 20 dB and
for four types of beamformers namely, LCMV, RMVB, LCMV-ND-DN and RMVB-ND-DN. The error bars mark the first and third quartiles (of DLE
distribution). (B) The median output SNR results along with the first and third quartile error bars for the same configuration.

was calculated. The time course of the estimated locations, and
not the true source locations, were considered in calculating the
SNR. In order to compare the simulated and estimated source
distributions in the extended source scenario, ROC curve was
used to evaluate the trade-off between sensitivity and specificity
of the estimation by plotting the true positive rate (TPR) versus
false positive rate (FPR) [40] of the estimation. Any location
in the solution beyond a threshold is considered a source and
active, while any location with an amplitude below the thresh-
old is inactive and not a source. Thresholds are varied, and the
FPR and TPR are calculated accordingly (each point of curve
is at a different threshold). Area under the curve (AUC) is the
area under the ROC curve; a metric for comparing different
ROC curves. The closer the AUC of a ROC curve is to 1, the
more accurate the estimation is [41]. MCC, which in essence
measures the correlation between the simulated and estimated
distributions, is another metric used in this study to assess the
estimation quality [42]. MCC calculates the predictability of an
observed and estimated classification, which in this case is the
source extent, and is formulated as follows:

MCC = T P ×T N −F P ×F N√
(T P +F P )(T P +F N )(T N +F P )(T N +F N ) (14)

where, TP, TN, FP and FN represent the true positive, true
negative, false positive and false negative rates of the estimation,
respectively. Since MCC works in a binary mode, it requires a
thresholding mechanism to turn the estimated distribution into
active and inactive regions. In this study, the threshold was swept
and determined in such a way to yield the maximum MCC. We
note that MCC takes values from −1 to +1, from the most
disparate case to the most concordant case, respectively.

III. RESULTS

The results presented in this section are to evaluate the effect
of normalization and denoising procedures in addition to mod-
eling the lead field uncertainty on the ultimate performance of
beamformers. To this end, four types of beamformers namely,

LCMV [13], RMVB [16], [21], LCMV-ND-DN [15], [19] and
RMVB-ND-DN were tested.

A. Focal Sources

Fig. 1 depicts the performance of the mentioned beamform-
ers in situations, where the underlying source activity can be
modeled with a single dominant current dipole. In order to find
the effect of noisy measurements on the performance, the sim-
ulations were repeated for high and low noise levels associated
with the SNRs of 5 dB and 20 dB, respectively. Fig. 1(A) de-
picts the median DLE for the 100 dipoles as simulated in the first
scenario. To present the uncertainties in the results, the first and
third quartiles of data are reported with error bars. These results
indicate that the robust adaptive beamformers, i.e., the RMVB
and RMVB-ND-DN, outperform their conventional counter-
parts i.e., the LCMV and LCMV-ND-DN, respectively. Addi-
tionally, including the normalization and denoising procedures
plays an important role in the quality of the results. Fig. 1(B)
yields the evaluation in terms of output SNR. According to this
plot, while both the LCMV-ND-DN and RMVB-ND-DN out-
perform the LCMV and RMVB, they both perform equally well
in recovering the temporal profile of the simulated activity. It
can also be observed that including the post-processing steps
can considerably decrease the sensitivity to noise levels. In fact,
the gap between the RMVB performance in low and high levels
of noise compared to the methods with post-processing of the
solution, can be justified with regard to its lack of appropriate
measures or mechanisms to remove or counteract the effect of
noise. Furthermore, since the LCMV does not take into con-
sideration the depth and asymmetric spatial distribution of the
noise on one hand and is not designed to be robust against mod-
eling errors on the other hand, its performance is especially poor
when estimating output SNRs.

B. The Effect of Number of Active Nodes

In the second scenario, 100 source configurations each con-
taining three active nodes were considered. Fig. 2 shows an
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Fig. 2. An example of a 3-node network with focal activity. The source imaging results for a single 3-node source with focal activity using four types
of beamformers namely, LCMV, RMVB, LCMV-ND-DN and RMVB-ND-DN. SNR in this example is set to 20 dB and the solution is thresholded with
a cut-off value of 0.01. The blue rings of the plots mark the positions of the true source.

Fig. 3. The Monte Carlo simulation statistics for the three-node uncorrelated source scenario. (A) The median DLE results for SNRs of 5 dB and
20 dB and for four types of beamformers namely, LCMV, RMVB, LCMV-ND-DN and RMVB-ND-DN. The error bars mark the first and third quartiles
(of DLE distribution). (B) The median output SNR results along with the first and third quartile error bars for the same configuration.

example, where the three simulated current dipoles are placed
at the right temporal, left frontal and left occipital lobes, respec-
tively (the center of the blue rings on the plots mark the exact
positions). SNR in this example is set to 20 dB. Following the
localization procedure discussed in the Computer Simulation
Protocol section, it can be found that all versions except the
LCMV are able to pinpoint the true location of the simulated
dipoles in this example. However, the solution of RMVB-ND-
DN is more focal and thus more consistent with the underlying
dipole source, while the LCMV yields the smoothest solution,
which is not as focal as the RMVB. It should be mentioned that,

for display purposes, the threshold was set to 1% in this figure.
This implies that e.g., in the solution of RMVB-ND-DN almost
all falsely recovered dipoles are at least 100 times weaker than
the strongest activity.

Fig. 3(A) and Fig. 3(B) plot the median DLE and SNR along
with the corresponding first and third quartile error bars for two
noise levels. The LCMV is sensitive to the number of sources
in terms of DLE, while the other three techniques show less
sensitivity. As in the earlier scenarios, normalization and de-
noising play a crucial role in the performance of both conven-
tional and robust beamformers. However, robust beamformers
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Fig. 4. An example of a three-node network with extended activity. The simulated three-node patches of activity as well as the source imaging
results using four types of beamformers namely, LCMV, RMVB, LCMV-ND-DN and RMVB-ND-DN. SNR in this example is set to 20 dB and the
solution of each technique is thresholded separately such that MCC is maximized for that technique. The blue regions and boundaries of the plots
mark the true source extents.

are successful in modeling the uncertainty, even without these
normalization and denoising steps. When such processing is ap-
plied, the results indicate that it is still better to use the robust
version instead of the conventional beamformer, if computa-
tional resources are available. Furthermore, it can be seen that
the RMVB is sensitive to input noise level especially when
evaluating the output SNR. Please refer to the Supplementary
materials to review the role of normalization in removing the
inherent bias of adaptive beamformers toward deeper locations
as well as the effect of correlated activities on beamformers
performance.

C. Extended Sources

The fourth scenario was designed to evaluate the aforemen-
tioned beamformers in determining the distribution and shape
of the underlying activities. To this end, Figs. 4 and 5 are to
simulate three patches of extended sources rather than point
dipoles. The blue boundaries in these plots mark the true source
extents. The area of each patch is roughly 750 mm2 and again
SNR is 20 dB. In Fig. 4, the threshold of display is optimized for
each technique separately such that MCC is maximized, while
in Fig. 5, it is preset to an arbitrary small value of 1%. The main
observation is that in both cases, the RMVB-ND-DN captures
the extent of the underlying activity while keeping number of
falsely recovered dipoles small. Whereas, regular beamformers
either underestimate the true source extent (Fig. 4) or have high
false positive rates (Fig. 5). Since the optimal value of the thresh-
old to detect the source extent is unknown a priori, robustness
to threshold is highly valuable in practice.

Fig. 6 plots the average ROC curve for 100 source configura-
tions each containing three extended nodes of activity for SNRs
of 5 and 20 dB in the left and right panels, respectively. Each
point on a ROC curve (TPR versus FPR) is associated with a
cut-off threshold, the values below which were set to 0. The
corresponding AUC of all the curves are reported in the legend
of this figure. Obviously, the RMVB-ND-DN better estimates
the extent of the underlying source compared to other versions
of beamformers according to this metric. Moreover, the results
of the RMVB and LCMV-ND-DN are close to each other (the
RMVB is slightly superior to the LCMV-ND-DN). Fig. 7 re-
ports the median MCC for the same data. The threshold for
each source is determined such that MCC is maximized for that
specific configuration. As it can be seen, the trend of this figure
is the same as Fig. 6, with the RMVB-ND-DN at the top fol-
lowed by the RMVB, LCMV-ND-DN and LCMV, respectively.
It should also be noted that the absolute values of MCC in this
figure do not provide much information about the quality of the
estimation, and that the goal of this figure is to provide only
a benchmark to compare different beamformers’ performance.
Finally, interested readers are referred to Fig. S7 and Fig. S8
in Supplementary materials for the results of beamformers with
diagonal loading.

IV. DISCUSSION

In this study, we proposed a new technique named ro-
bust minimum variance beamformer (RMVB), which unlike
traditional adaptive beamformers, explicitly takes into con-
sideration the uncertainty of the forward models. In order
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Fig. 5. An example of a three-node network with extended activity. The simulated three-node patches of activity as well as the source imaging
results using four types of beamformers namely, LCMV, RMVB, LCMV-ND-DN and RMVB-ND-DN. SNR in this example is set to 20 dB and the
solution is thresholded with a preset cut-off value of 0.01. The blue regions and boundaries of the plots mark the true source extents.

Fig. 6. The Monte Carlo simulation statistics for the extended source scenario. The Average ROC curves for four types of beamformers namely,
LCMV, RMVB, LCMV-ND-DN and RMVB-ND-DN and for SNRs of 5 and 20 dB in the left and right panels, respectively. The corresponding AUC of
all the curves are reported in the legend.

to compare the performance of RMVB with the well-known
LCMV adaptive beamformer, we performed Monte Carlo sim-
ulations in various scenarios representing different conditions
for underlying source activity. We also simulated the modified
versions of each technique by applying the post-hoc normaliza-
tion/denoising step (i.e., LCMV-ND-DN and RMVB-ND-DN
techniques). Based on simulation results, RMVB and RMVB-
ND-DN can better estimate the underlying source activities
compared to LCMV and LCMV-ND-DN respectively; although,
LCMV-ND-DN yields favorable results in certain cases as well.
As a general observation, both post-processing of the solutions

(normalization and/or denoising steps) and modeling the un-
certainty (the robust versions) enhance the performance. By
combining both procedures in RMVB-ND-DN, our technique
outperformed other versions based on all metrics that were used
in this study. It was also observed that there is especially a
clear benefit in using robust beamformers to estimate extended
sources (as depicted in Figs. 6 and 7).

Although the optimization problem (10) can be solved easily
using general-purpose convex solvers such as CVX [30], [31],
RMVB can be much slower than the conventional LCMV, since
the optimization problem has to be solved for many voxels.
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Fig. 7. The Monte Carlo simulation statistics for the extended source
scenario. The median MCC results along with the first and third quartile
error bars for four types of beamformers namely, LCMV, RMVB, LCMV-
ND-DN and RMVB-ND-DN and for SNR of 20 dB.

While CVX was used in this study, RMVB can be significantly
accelerated by employing a specifically tailored algorithm for
the optimization module. Fortunately, this algorithm, which is
based on Lagrange multipliers method, exists and can solve the
problem much more efficiently and faster than the CVX pack-
age [21]. Furthermore, parallel computing can also be exploited
by virtue of the scanning scheme of the beamformers, yield-
ing further acceleration (by estimating the weights for different
voxels in parallel). Overall, it takes about 7 seconds to find the
solution of RMVB using parallel computing (in MATLAB and
on a server computer with 8 × 32 GB of RAM and a 2x Intel
Xeon E5-2697v2 2.7 GHz processor) which is approximately
20 times slower than the conventional LCMV. This amount of
time is reasonably short for applications where source imag-
ing is performed off-line. Besides optimization, estimation of
uncertainty regions can be computationally demanding as well,
since it requires building several forward models depending on
the source of uncertainty in the actual problem. However, these
regions are computed only once before source imaging is per-
formed. Furthermore, the uncertainty region estimation at each
location is independent from other locations. Thus, these can be
computed in a parallel fashion (as in solving the optimization
problem), resulting in efficient implementations of beamformer
approaches. Such reduction in computation times due to parallel
computing makes robust beamformer approaches desirable and
practically achievable.

Finally, a fixed-orientation model was used to solve the
inverse problem in this study. Although this choice can be
justified through the anatomical location and orientation of pyra-
midal neuron cells generating EEG/MEG signals, estimating the
orientations through solving the inverse problem rather than as-
suming the orientation a priori may be beneficial. For instance,
segmentation of the cortex may not be accurate enough, and
the normal orientations estimated from such segmentation re-
sults may be inaccurate, especially if the segmentation is coarse.
Estimating the orientation of dipoles while solving the inverse
problem may be achieved by considering free orientations for
the current dipoles along different axis e.g., x̂, ŷ and ẑ in a

Cartesian coordinate. The extension of this work to a vector
robust beamformer, which is based on rotational models, will
be the topic of a future study.

V. CONCLUSION

In this work, we have proposed and investigated robust beam-
formers for the purpose of electromagnetic source imaging. The
main advantage of robust beamformers over conventional adap-
tive beamformers, is that the RMVB and RMVB-ND-DN are
more robust to mismatches between the forward and inverse
modeling, which are inevitable in practice. The robust beam-
formers presented in this paper outperformed the conventional
beamformers in terms of localization error, recovering source
dynamics and estimation of the underlying source extents, when
uncertainty in the lead field matrix is properly determined and
modeled. This can justify the robust implementation of beam-
formers for applications, where source imaging is performed to
study pathological and normal brain networks.
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[14] O. Steinsträter et al., “Sensitivity of beamformer source analysis to de-
ficiencies in forward modeling,” Hum. Brain Mapp., vol. 31, no. 12,
pp. 1907–1927, Dec. 2010.

[15] K. Sekihara et al., “Application of an MEG eigenspace beamformer to
reconstructing spatio-temporal activities of neural sources,” Hum. Brain
Mapp., vol. 15, no. 4, pp. 199–215, 2002.

[16] S. A. Vorobyov et al., “Robust adaptive beamforming using worst-case
performance optimization: A solution to the signal mismatch problem,”
IEEE Trans. Signal Process., vol. 51, no. 2, pp. 313–324, Feb. 2003.



2374 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 65, NO. 10, OCTOBER 2018

[17] J. Gross and A. A. Ioannides, “Linear transformations of data space in
MEG,” Phys. Med. Biol., vol. 44, no. 8, pp. 2081–2087, 1999.

[18] S. E. Robinson and J. Vrba, “Functional neuroimaging by synthetic aper-
ture magnetometry (SAM),” in Recent Advances in Biomagnetism, T.
Yoshimoto, M. Kotani, S. Kuriki, H. Karibe, and N. Nakasato, Eds.,
Sendai, Japan: Tohoku Univ. Press, 1999, pp. 302–305.

[19] K. Sekihara et al., “Reconstructing spatio-temporal activities of neu-
ral sources using an MEG vector beamformer technique,” IEEE Trans.
Biomed. Eng., vol. 48, no. 7, pp. 760–771, Jul. 2001.

[20] A. B. Gershman et al., “Convex optimization-based beamforming,” IEEE
Signal Process. Mag., vol. 27, no. 3, pp. 62–75, May 2010.

[21] R. G. Lorenz and S. P. Boyd, “Robust minimum variance beamforming,”
IEEE Trans. Signal Process., vol. 53, no. 5, pp. 1684–1696, May 2005.

[22] B. He and J. Lian, “Electrophysiological neuroimaging,” in Neural Engi-
neering, B. He, Ed. Springer, Boston, MA, 2005, pp. 221–261.

[23] J. Malmivuo and R. Plonsey, Bioelectromagnetism: Principles and Ap-
plications of Bioelectric and Biomagnetic Fields. New York, NY, USA:
Oxford Univ. Press, 1995.

[24] J. C. Mosher and R. M. Leahy, “Source localization using recursively ap-
plied and projected (RAP) MUSIC,” IEEE Trans. Signal Process., vol. 47,
no. 2, pp. 332–340, Feb. 1999.

[25] X.-L. Xu et al., “An alternative subspace approach to EEG dipole source
localization,” Phys. Med. Biol., vol. 49, no. 2, pp. 327–343, 2004.

[26] M.-X. Huang et al., “Commonalities and differences among vectorized
beamformers in electromagnetic source imaging,” Brain Topogr., vol. 16,
no. 3, pp. 139–158, Mar. 2004.

[27] H. F. Kaiser, “The application of electronic computers to factor analysis,”
Educ. Psychol. Meas., vol. 20, no. 1, pp. 141—151, 1960.

[28] S. Boyd and L. Vandenberghe, Convex Optimization. New York, NY, USA:
Cambridge Univ. Press, 2004.

[29] M. S. Lobo et al., “Applications of second-order cone programming,”
Linear Algebra Its Appl., vol. 284, no. 1–3, pp. 193–228, 1998.

[30] M. Grant and S. Boyd, “Graph implementations for nonsmooth convex
programs,” Recent Adv. Learn. Control, pp. 95–110, 2008.

[31] M. Grant, S. P. Boyd, and Y. Yinyu, CVX: Matlab software for disciplined
convex programming. (2008) [Online] http://cvxr.com/cvx/.

[32] S. T. Hansen et al., “Data-driven forward model inference for EEG brain
imaging,” NeuroImage, vol. 139, pp. 249–258, 2016.

[33] C. J. Holmes et al., “Enhancement of MR images using registration for
signal averaging,” J. Comput. Assist. Tomogr., vol. 22, no. 2, pp. 324–333,
1998.

[34] M. S. Hamalainen and J. Sarvas, “Realistic conductivity geometry model
of the human head for interpretation of neuromagnetic data,” IEEE Trans.
Biomed. Eng., vol. 36, no. 2, pp. 165–171, Feb. 1989.

[35] Y. Lai et al., “Estimation of in vivo human brain-to-skull conductivity ratio
from simultaneous extra-and intra-cranial electrical potential recordings,”
Clin. Neurophysiol., vol. 116, no. 2, pp. 456–465, 2005.

[36] T. F. Oostendorp et al., “The conductivity of the human skull: Results of
in vivo and in vitro measurements,” IEEE Trans. Biomed. Eng., vol. 47,
no. 11, pp. 1487–1492, Nov. 2000.

[37] Y. Zhang et al., “Estimation of in vivo brain-to-skull conductivity ra-
tio in humans,” Appl. Phys. Lett., vol. 89, no. 22, pp. 223903–2239033,
2006.

[38] S. Baillet et al., “Electromagnetic brain mapping,” IEEE Signal Process.
Mag., vol. 18, no. 6, pp. 14–30, Nov. 2001.

[39] A. Sohrabpour et al., “Noninvasive electromagnetic source imaging and
granger causality analysis: An electrophysiological connectome (eCon-
nectome) approach,” IEEE Trans. Biomed. Eng., vol. 63, no. 12, pp. 2474–
2487, Dec. 2016.

[40] S. M. Kay, Fundamentals of Statistical Signal Processing. Upper Saddle
River, NJ, USA: Prentice Hall PTR, 1993.

[41] C. Grova et al., “Evaluation of EEG localization methods using realistic
simulations of interictal spikes,” Neuroimage, vol. 29, no. 3, pp. 734–753,
2006.

[42] B. W. Matthews, “Comparison of the predicted and observed secondary
structure of T4 phage lysozyme,” Biochim. Biophys. Acta BBA–Protein
Struct., vol. 405, no. 2, pp. 442–451, Oct. 1975.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


