Capturing Post-Silicon Variations using a
Representative Critical Path

Qunzeng Liu and Sachin S. Sapatnekar

Abstract—In nanoscale technologies that experience large while WID variations are defined as the variations among

levels of process variation, post-silicon adaptation is aimportant
step in circuit design. These adaptation techniques are afh
based on measurements on a replica of the nominal critical dh,
whose variations are intended to reflect those of the entireiicuit
after manufacturing. For realistic circuits, where the number of
critical paths can be large, the notion of using a single crital
path is too simplistic. This paper overcomes this problem by
introducing the idea of synthesizing a representative crital path
(RCP), which captures these complexities of the variationsWe
first prove that the requirement on the RCP is that it should
be highly correlated with the circuit delay. Next, we presen
three novel algorithms to automatically build the RCP. Our
experimental results demonstrate that over a number of samips
of manufactured circuits, the delay of the RCP captures the wrst
case delay of the manufactured circuit. The average predian
error of all circuits is shown to be below 2.8% for all three
approaches. For both our approach and the critical path repica
method, it is essential to guard-band the prediction to ense
pessimism: on average our approach requires a guard band 31%
smaller than for the critical path replica method.

Index Terms— Algorithms, circuit analysis, design automation,
timing.

I. INTRODUCTION

different locations within a single die. WID variations afree
parameters have been observed to be spatially correlaged, i
the parameters of transistors or wires that are placed close
to each other on a die are more likely to vary in a similar
way than those of transistors or wires that are far away from
each other. For example, among the process parameters for
a transistor, the variations of channel lendthand transistor
width W are seen to have such a spatial correlation structure.
However, not all parameter variations are spatially cetssl

[1], [2], parameter variations such as the dopant concénitra
N4 and the oxide thicknesg,, are generally considered not

to be spatially correlated.

The presilicon design phase has seen substantial research
in response to these challenges, and significant changbe to t
conventional deterministic corner-based paradigm hawn be
proposed and implemented. For circuit timing, the notion of
statistical static timing analysis (SSTA) has been progose
as an alternative [3]-[8]. The idea of SSTA is that instead
of computing the delay of the circuit as a specific nhumber,
a probability density function (PDF) of the circuit delay is
determined. Designers may use the full distribution, or3the
point of the PDF, to estimate and optimize timing. Efficient

In nanoscale technologies, performance variations in Magatistical timing analysis tools have been developeddase
ufactured die are seen to span a large range, and posms'_"ﬁ‘érameterized block-based statistical timing analysjs[f3,

diagnosis is becoming especially important. For featuzessi

‘taking into consideration spatial and structural coriefet of

in the tens of nanometers, it is widely accepted that desigiy parameter variations in the circuit to be analyzed. The
tools must take into account parameter variations during-maomputational efficiency of these methods is made practical
ufacturing. These considerations have gained a great dealifough a preprocessing step, proposed in [3], which has

attention for design during the presilicon phase, withatioh-

shown that Gaussian-distributed correlated variatioms lua

analysis and optimization to ensure adequate manufagturin The apovementioned statistical timing analysis tools are

yield. However, even circuits optimized using these teghes

useful for presilicon analysis over an entire population of

can show a significant performance spread, and it is impbrtgfie  and are intended to maximize the yield over the popu-
to diagnose manufactured parts in an inexpensive way in fagon. The post-silicon analysis and optimization problis

post-silicon phase.

complementary to any such presilicon analysis. The didggnos

Among the root causes of these performance drifts ovgfohlem addresses the issue of estimating the performance
a population of manufactured parts is the phenomenon &f 3 manufactured die, or determining the critical path (or
process parameter variation. The values of the processparaths) on the manufactured die. While this information may
eters in each part fluctuate from the values that are assu”[hj%dgathered using time-intensive delay testing schemeee th

in design, even under corner-based paradigms. These vagigs many instances where faster diagnosis is necessary, e.g
tions can be classified into two categories: die-to-die (P2B, post-silicon tuning methods.

variations and within-die (WID) variations. D2D variat®n

In the previous literature, the interaction between piesil

correspond to parameter fluctuations from one chip to anothgnalysis and post-silicon measurements has been addressed
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in several ways. In [9], post-silicon measurements are used
to learn a more accurate spatial correlation model to refine
the SSTA framework. A path-based methodology is proposed
in [10] to correlate post-silicon test data to presilicomitig
analysis. In [11], a statistical gate sizing approach is@néed

to optimize the binning yield. The work is extended to



simultaneously consider the presence of post-silicomdtien property of spatial correlation between parameter vanetito
clock tree and statistical gate sizing in [12]. Post-siticebug build this structure and determine the physical locatiohisso
methods and their interaction with circuit design are dised elements.

in [13]. A joint design-time and post-silicon tuning proced The test structure that we create, which we refer to as the
is described in [14]. In [15], a critical path monitor is buib representative critical patfRCP), is typically different from
monitor the critical path of the circuit as well as measurinthe critical path at nominal values of the process pararmeter
process variations. A path selection methodology is pregosin particular, a measurement on the RCP provides the worst-
in [16] to monitor unexpected post-silicon systematic tigi case delay of the whole circuit, while the nominal critical
effects. path is only valid under no parameter variations, or verylsma

In this paper, we focus on post-silicon tuning methodéarigtions. Since t.he. RCP i§ an on-chip test structure,n’t ca
that require replicating the critical path of a circuit. ®uc@asily be used within existing post-silicon tuning schemes
techniques include adaptive body bias (ABB) or adapti®d:» by replacing the nominal critical path in the schennes i
supply voltage (ASV) optimizations [17]-[19]. The apprbac[17]-{19]. While our method accurately captures any corre-
that is used in [17]-[19] employs a replica of the criticattpa lated varlatlons, it suffers from_one limitation that is amon
at nominal parameter values (we call this thetical path 0 any on-chip test structure: it cannot capture the effets
replica), whose delay can easily be measured to determine §Ratially uncorrelated variations, because by definittoere
optimal adaptation. However, this has obvious problemst, firiS no relationship between those parameter variations e$@ t
it is likely that a large circuit will have more than a singleStructure and those in the rest of the circuit. To the best of
critical path, and second, a nominal critical path may ha®!r knowledge, this work is the first effort that synthesizes
different sensitivities to the parameters than other weitical @ critical path in the statistical sense. The physical size o
paths, and thus may not be representative. An alternati® RCP is small enough that it is safe to assume that it
approach in [20] uses a number of on-chip ring oscillatof&n be incorporated into the circuit (using reserved splaae t
to capture the parameter variations of the original circuff?@y be left for buffer insertion, decap insertion, etc.)hwitt
However, this approach requires measurements for hundré&t@ificantly perturblng the Iayogt. .
of ring oscillators for a circuit with reasonable size andeslo  The remainder of the paper is organized as follows. Sec-

not address issues related to how these should be placedi®t !l introduces the background of the problem and formu-
how the data can be interpreted online. lates the problem mathematically. Next, Section Il ilhases

Another post-silicon optimization technique uses dynam?cr:]e detailed algorithms of our approach. Experimentalltesu

voltage scaling [21], [22]. In [21], a delay synthesizermeo are provided in Section IV, and Section V concludes the paper
posed of three delay elements, is used to synthesize aatritic
path as part of a dynamic voltage and frequency management [l. PROBLEM FORMULATION

system. However, the control signals of the synthesizer isThe impact of spatial correlations of parameter variations
chosen arbitrarily and therefore it is not able to adapt ® thaye been studied in the previous literature on SSTA. In this
fact that the critical path may change as a result of procgsgper, such correlations are captured using the grid-based
variations. In [22], the authors compensate this probleimgus model from [3]. In this model, the chip is divided into a
a precharacterized look up table (LUT) to store logic speefimber of grids tailored for the size of the circuit. Varats
a.nd interconnect Speed inSide diffel’en'[ pI’OCGSS binS. klog)f the same process parameter inside each g”d are taken
and interconnect speed monitor is then used as an inputtdope fully correlated, meaning the correlation coefficient
select through the LUT control signals to program a criticglonsidered to be one, and the correlation follows a deargasi
path. However, the authors use simplified circuitry for thginction with respect to distance: specifically, variationside
speed monitor, consisting of only one logic-dominated @eMm nearby grids show higher correlation than variations withi
and one interconnect-dominated element, and assume thatgthds that are far away. For different process parameters, i
results are generally applicable to all parts of the citcuit 555umed that there are no correlations.
the presence of significant within-die (WID) variationsisth | principle, to find the maximum delay in the circuit, it is
assumption becomes invalid. Moreover, the approach resjuihecessary to measure the delay of each potentially criisal
substantial memory components even for process bins ofndevery manufactured part: the cost of this can be prokiiti
very coarse resolution, and is not scalable to fine grids. TRgrticularly in a timing-optimized circuit, where numegou
same problem exists in [15], which relies on a 12-invertgyaths may have to be potentially critical. The basic idednisf t
delay line to be representative of the variations of theuiirc ork is to conceive a way to infer the value of an unknown
in order to monitor the critical path in question. variable by sampling the value of a variable related to it.
We propose a new way of thinking about the problem. Wa other words, given that the variations are correlated on
automatically build an on-chip test structure that captithee  could build inferences on the circuit delay using a smallodet
effects of parameter variations on all critical paths, sat thmeasurements. As pointed out in [20], no single test stractu
a measurement on this test structure provides us a reliab#n capture the variations if they are uncorrelated.
prediction of the actual delay of the circuit, with minimal An obvious way to achieve this is to use the nominal
error, for all manufactured die. The key idea is to synttesizritical path for this prediction: this is essentially thetical
a test structure whose delay can reliably predict the maximpath replica method [17]-[19]. However, the delay serisigiy
delay of the circuit, under die-to-die (D2D) as well as withi of this nominal path may not be very representative. For
die (WID) variations. In doing so, we take advantage of thastance, under a specific variation in the value of a process



parameter, the nominal critical path delay may not be affibcterror. For the term representing the variance of the ccorditi
significantly, but the delay of a different path may be aféect distribution,o? (1 — p?), o. is fixed since the original circuit
enough that it becomes critical. Therefore, we introduee timust remain undisturbed, implying that the variance of the
notion of building an RCP, and demonstrate that the use afnditional distribution is dependent only @n
this structure yields better results than the use of the naimi In other words, minimizing the variance is therefore equiv-
critical path. alent to maximizingp. This formal result is also an intuitive
The overall approach is summarized as follows. For thmne: the RCP should satisfy the property that the correiatfo
circuit under consideration, let the maximum delay be rejis delay with that of the original circuit is maximized. Hex
resented as a random variable, We build an RCP in such our focus is on developing an efficient algorithm to build
a way that its delay is closely related to that of the originauch an RCP, with the objective of maximizing the correlatio
circuit, and varies in a similar manner. The delay of thishpatoefficient.
can be symbolically represented by another random variable
d,. Clearly, the ordered paitl{, d,) takes on a distinct value Il. GENERATION OF THECRITICAL PATH
in each manufactured part, and we refer to this valuelas ( A- Overview of the SSTA Framework
dpr). In other words, 4., dy,») corresponds to one sample of As mentioned in Section I, it is important to represent
(de, dp), which is a particular set of parameter values in thghe variablesd. and d, as affine functions with respect to
manufactured part. Since the RCP is a single path, measurihg parameter variations. To achieve this, we will employ
dpr involves considerably less overhead than measuring theeviously developed SSTA techniques. By way of background
delay of each potentially critical path. From the measurddr our main algorithmic contribution, in this section, wellw
value ofd,,,., we will infer the valued., of d. for this sample, briefly introduce the SSTA technique used in this work.
i.e., corresponding to this particular set of parametenesl Available techniques for SSTA can broadly be divided
To mathematically simplify the situation and explore thnto path-based and block-based methods. Block-based pa-
relationship between the variablés andd,, we assume that rameterized statistical timing analysis procedures pyafe
all parameter variations are Gaussian-distributed, andétay the PDF of the arrival time, using a canonical form, at the
of both the circuit and the critical path can be approximatexlitput of each gate during a topological traversal of the
by an affine function of those parameter variations. Thes&cuit. This canonical form typically consists of a mean
functions can be obtained by performing SSTA using existirn@e., the nominal value) and a set of normalized independen
techniques [3], and the end results @f and d, can be sources of variations. Spatial and structural correlatiofithe
represented by Gaussian-distributed PDFs. parameter variations can be taken care of by applying PCA
Let d. ~ N (e, 0c), dp ~ N (up,0p), and let the corre- to the covariance matrix of the correlated process paramete
lation coefficient ofd. andd, be p. Then we know that the [3]. PCA is a linear transformation and converts correlated

joint PDF ofd. andd, is Gaussian variables into a set of independent ones. Spatiall
1 uncorrelated variations can be lumped into one variabl@$4]
fde =derydy = dpy) = — Y, (1) a placeholder to provide information about the variance tha

2wocopy/1 = p? these variables add to the delay of the circuit.

where We use para_met_erized SSTA_iIIustrated ab_ove to ol_mt@'as

O =1 (der—pic)? i (dpr—pip)?® 2p(dm~—u0)(dp7~—up)) an affine function in the canonical form. This canonical form
! 2(1-p%) 78 % " shows the delay having a linear relationship with thePCs,

c P

Using basic statistical theory, the conditional PDCI-'dPg)f: der,
given the conditiond, = d,., can be derived to have the
following expression.

plus an independent parameter. As shown below, this form
makes the calculation of the correlation coefficipndefined
in Section Il much easier.

dor.d,, 1 The canonical expression fdg. is shown as:
f(dc—dcrldp—dpﬁ—fgf(d’ §)‘2 = "
s O -
’ ’ (2) de = prc + Z a;pi = e + an + R, 3)
where =

where u., the mean ofd. obtained from SSTA, represents
the nominal value ofd.. The random variableR. is an
independent term whose variance is recorded as SSTA is
erformed. The random variabje corresponds to thé" PC,

nd is Gaussian-distributed @8(0, 1); note thatp; and p,

f6r # 4 are uncorrelated by definition, due to the property
f principal components. The parametgris the first order

2
€. = iz (e~ 1+ 2 0 1))
Therefore the conditional distribution df,. is a Gaussian with
meanu. + 22 (d,. — ) and variances? (1 — p?).
The result of this conditional distribution can be useﬁ
in various ways. For example, we can provide the enti
conditional distribution as the output of this procedurg,ra

. o . 0
[20]. On the other hand, if the conditional variance can b efficient ofd, with respect tg;. All a; variables are stacked

made sufficiently small, we can be. more _specific and d".ec Xgether to form the vectas, andp is the vector containing
use the mean of the conditional distribution as the predict Il p: '
;-

ya}[Iue OI t(;'e dte;lay of the circuit, and ]Ehef_virlance rlnay be Performing SSTA on the RCP yields another delay expres-
interpreted as the mean square error of infinite samples. i\ in canonical form:
An alternative view, from a least squares perspective as th m
it is desirable to minimize the variance, so that the mean is dy = 11, + Zbipi =4y +bTp+ R, (4)
an estimate of the circuit delay with the smallest mean sguar —



whered,, 11, are defined in Section Il, ang, b;, b, p, R, are sensitivities of the delays af. andd, to all process parameter
all inherited from Equation (3). variations are identical, within a fixed scaling factor.

The key issue here is that it is not essential for the delays
d. and d, to be identical. In fact, the circuit delay and the
RCP delay may have very different nominal values, since the
) o o . hominal delaysyu. or u,, never enter into Equation (5). All

Since the original circuit and RCP are on the same chip, gyt matters is that the variations in the RCP should closely
values of _the p_r|n0|pal components for a given manufactur%ck those of the original circuit. This observation poes
part are identical for both, and therefore their delays ag \ith a significant amount of flexibility with respect to the

correlated. In the manufactured part, any alteration inf8 cyitical path replica method, which attempts to exactly figim
affects both the original circuit and the RCP, and if the RCR)| properties of the maximum delay of the original circuit,

can t_Je cons_tru<_:ted to be highly c_:orrelated with the Origi”ﬁficluding the nominal delay.
circuit, the circuit delay can be estimated to a good degfee o
accuracy. In t_he extreme case where the correlation caffici C. Generating the Representative Critical Path
p = 1, the circuit delayd., can be exactly recovered from .
d,; however, as we will show later, this is not a realistic Next, we propose three methods for generating the RCP.
expectation. The first is based on sizing gates on an arbitrarily chosen
The correlation coefficieniy, can easily be computed as nominal critical path, while the second synthesizes the RCP
- from scratch using cells from the standard cell library, levhi
_a b (5) the third is a combination of the two methods.
0c0p 1) Method I: Critical Path Generation Based on Nominal
Critical Path Sizing: As described in Section I, the nominal
whereo, = \/aTa+ o0} ando, = |/b"b+ 0% . Anim-  critical path is usually not a good candidate to capture the
portant point to note is that depends only on the coefficientsworst case delay of the circuit over all reasonable paramete
of the PCs for both the circuit and the critical path and theuariations. However, there is intuitive appeal to the argom
independent terms, and not on their means. that variations along the nominal critical path have some
As discussed in Section Il, the mean of the conditionatlationship to the variations in the circuit. Based on tiesa,
distribution f (d. = d..|d, = dp-), Which can be used as anour first approach begins with setting the RCP to a replica of
estimate of the original circuit delay, is: the nominal critical path, and then modifies transistorssize
aTb this path so that the sized replica reflects, as far as pessibl
A= e + POe (dpr — p1p) = e + —5= (dpr — ).~ (6) the variation of the delay of the manufactured circuit. The
Ip 7 objective of this modification is to meet the criteria delsed

The variance, which is also the mean square error of tieSection Il, in order to ensure that the RCP closely tracks
circuit delay estimated using the above expression, fonitefi the delay of the critical path in the manufactured circuit.
samples, iss2 (1 _p2)_ Our goal is to build a critical path For an optimized circuit, it is very likely that there are
with the Iarg(cest possible. multiple hominal critical (or near-critical) paths withnsilar

Our theory assumes that the effects of systematic vartatioMOrst-case delays at nominal parameter values. To make our
can be ignored, and we will show, at the end of Section IV, th@PProach as general as possible, we pick the one nominal
this is a reasonable assumption. However, it is also pestbl critical path that has the maximum worst-case delay at namin
extend the theory to handle systematic variations in patenme Process parameter values, even if its delay is only largam th
that can be controlled through design: for a fully charageer @ few other paths by a small margin. If there are multiple
type of systematic variation, we can compensate for it B/Ch paths, we arbitrarily pick one of them. We show in
choosing a shifted nominal value for the parameter. ection IV that even with this relaxed initial choice, after

It is also useful to provide an intuitive understanding ththe optimizations presented in this section, our method can

ideas above. If we were to achieve our goal of setjing 1, Produce very good results. _ _
this would imply that The problem can be formulated as a nonlinear programming

problem as listed below:

B. Finding the Correlation Coefficient: Computation and In
tuition

p= a’b _ - _ a”b(w)
0.0, maximize p= JaTaT R o T 1o ) @)
This means that . s.t. weZ"
Z a;b; =1 Winin < W < Winaz 8)
1=1

The objective function above is the correlation coeffigignt
wherea;, = a;/o., andb; = b;/o,. Note thata; and b; betweend, andd., as defined by Equation (5), which depends
correspond to the entries of the normalizeéndb vectors, ona, b, andc?% . The values of the latter two quantities are
respectively. both ianuencedpby the transistor widths, which are alloneed t
This may be achieved ifi; = ab;, i.e.,b; = a;/a ¥V 1 < take on any values between some user-specified minimum and

i < m, wherea = o0,/0.. In other words, all of the PCA maximum values.

parameters for the original circuit and the RCP are idehtica Algorithm 1 illustrates our procedure for building the RCP
within a scaling factor ofa. This could be achieved if the under this approach. We begin with the nominal critical path

4



Algorithm 1 Variation-aware critical path generation based ogxpression for the delayi,,, of the RCP. Based on these two
slizing. canonical forms, we can compute the correlation coefficient
1: Perform deterministic STA on the original circuit and find,?, between the two delay expressions.
the maximum delay path as the initial RCP. If there is The iterative procedure updates the sizes of gates on the
more than one such path, arbitrarily pick any one. current RCP, using a TILOS-like criterion [23], with one
2: Perform SSTA on the original circuit to find the PCmodification: while TILOS will only upsize the gates, we
coefficients corresponding to the vectoand the variance a|so allow for the gates to be downsized. The rationale is tha
of the independent term. TILOS, for transistor sizing, begins with the minimum-size
3: Perform SSTA on the initial RCP to find its PC CoefﬁCientﬁircuit; in contrast, our approach begins with the sized iman
and the variance of its independent term. Calculate t@fitical path, with the intention that since this configimat
correlation coefficienp® between the delay variables ofjies within the solution space for the RCP, the final RCP is

the original circuit and the initial RCP. guaranteed to be no worse than the nominal critical path.

4 k - 1 In the k" iteration, we process each gate on the RCP one

5: while (1) do . by one. As an example, for the gatewe examine the case

6. for each gate on the critical pattdo _ of multiplying its current size by a constant factét,or 1/F,

£ If not violating the maximum size constraint, bumpq, respectively, up-size or down-size the gate, while ifegv
up the size by multiplying it by a factoF > 1, g other gate sizes identical to iteratidn— 1. We perform
keeping all other gate sizes unchanged from iteratigfsTa on this modified RCP to obtain the new coefficients for
k-1 . _ . . the PCs corresponding to this change, and calculate the new

8 Compute p, ;, the correlation coefficient for this correlation coefficienty® , and gk .. We apply this procedure
modified RCP with the original circuit. Change theq 4| gates on the RCP during each iteration, and over all of
size of the gate back to its size in iteratién- 1. {hege possibilities, we greedily choose to up-size or down-

9: If not violating the minimum  size _constramt, Siz€size the gatej whose size update provides the maximum
down the gate by multiplying the size by the factofhoyement in the correlation coefficient. We then update
1/F, keeping all other gate sizes unchanged frofe RCP by perturbing the size of the gatend set the value
iteration & - 1 _ o of p* to the improved correlation coefficient. We repeat this

10: Computepj;; as the correlation coefficient for thepgcedure until no improvement in the correlation coeffitie
modified RCP by sizing gaté down. Change the s nossible, or until the sizes of gates in the RCP become too
size of the gate back to its size in iteratibn- 1. large.

nf Err‘]d for . h thato ks the | ¢ I We can save on the computation time by exploiting the fact
12: 00s€j such thalp, ; Or pg ; IS the largest among all 5 the RCP is a single path, and that SSTA on this path
correlation coefficients, and sgf to be this correlation 4y involves sum operations and no max operations. When

poe}fﬂmergi._n the size of a gate is changed, the delays of most gates on

13 if p" > p then ) ) the critical path are left unchanged. Therefore, it is sigfit
14: Set the RCP to be the RCP from iteratién— 1, 4 gnly perform SSTA on the few gates and wires that are

except that the size of gajeis sized up or down by girectly affected by the perturbation, instead of the erpiath.

the factorF". However, we still must walk through the whole path to find the
15 else gate with the maximum improvement. If the number of gates
16: brt_—:‘ak of a nominal critical path is bounded by and the sizing
17.  end 'f_ procedure taked( iterations, then the run time of Algorithm
18: end while 1is O (Ks).

The final RCP is built on-chip, and after manufacturing, its
delay is measured. Using Equation (6) in Section IlI-A, we
of the circuit, chosen as described above, and replicatenmgy then predict the delay of the original circuit.
to achieve an initial version of the RCP. Note that this is As mentioned at the beginning of this section, a significant
similar to the critical path replica method described in][17advantage of this approach is that by choosing the nominal
and guarantees our method is at least as good as that approaritical path as the starting point for the RCP, and refining
This critical path is then refined by iteratively sizing thates the RCP iteratively to improve its correlation with the ciitc
on the path, using a greedy algorithm, in such a way that dglay, this approach is guaranteed to do no worse than ohe tha
correlation with the original circuit delay is maximized. uses the unmodified nominal critical path, e.g., in [17]H19
The first step of this approach involves performing convefror a circuit that is dominated by a single critical pathsthi
tional static timing analysis (STA) on the circuit to idépta method is guaranteed to find that dominating path, e.g., the
nominal critical path, which is picked as the initial versiof ~optimal solution.
the RCP. Next, we perform SSTA on the circuit to obtain the The primary drawback of this method is also related to the
PDF of the circuit delay variablel., in the canonical form. fact that the starting point for the RCP is the nominal caitic
This analysis provides us with the coefficients of the PChén tpath. This fixes the structure of the path and the types of
circuit delay expression, namely, the vectoof Equation (3), gates that are located on it, and this limits the flexibilify o
as well as the independent term. We repeat this procedure tfog solution. Our current solution inherits its transfotios
the initial RCP, to obtain the coefficients of the PCs in thim each iteration from the TILOS algorithm, and changes the



sizes of gates in the circuit. However, in principle, theaidebetweend. andd, as large as possible. The algorithm begins
could also be used to consider changes, in each iteratian, by performing SSTA on the original circuit to determidg
only to the sizes but also to the functionality of the gates on

the RCP by choosing elements from a standard cell libraigorithm 2 Critical path generation using standard cells.
so that the delay of the modified RCP (with appropriately;. |nitialize the RCPP to be the initial load/ NV .

excited side-inputs) shows improved correlations with the,. perform SSTA on the original circuit to find. in canon-

circuit delay. Another possible enhancement could be ®csel  jcal form, and also compute the canonical form for the
the nominal critical path with the highest initial corrédet delay of each of the x ¢ choices for the current stage.
coefficient with the circuit delay, instead of choosing th&h 5. calculate the load,*—?! presented by thék — 1)-stage
arbitrarily. These extensions may be considered in futunéw RCP computed so far.

but Section IV shows that even without them, our approach. wjth 7.5~ as the load, perform SSTA on thex ¢ choices
still produces good results. for stagek.

2) Method II: Critical Path Generation Using Standard s. statistically add the canonical expressions for the delays
Cells: The second approach that we explore in this work builds  of each of thep x ¢ choices with the canonical form for
the RCP from scratch, using cells from the standard celhiipr the delay of the partial RCP computed so far,Calculate
that is used to build the circuit. In principle, the problem o0 the correlation coefficient between the summed delays and
forming a path that optimally connects these cells together he delay of the original circuit for each case.
to ensure high correlation withi. can be formulated as an ¢ select the choice that produces the largest correlation
integer nonlinear programming problem, where the number coefficient as stagé in path P.
of variables corresponds to the number of library cells, ang. Go to Step 3.
the objective function is the correlation between the stiatl

delay distribution,d,, of an RCP withn stages of logic ) ) ) )
composed of these cells, where a stage is defined as a qa@urmg each iteration, the RCP is constructed stage by stage
together with the interconnect that it drives, afd f we havep types of standard gates, agdtypes of metal

The integer nonlinear programming formulation is listedireés, then in each iteration we hayex ¢ choices for the
below: stage to be added. For an RCP with stages, to find the

optimal solution corresponds to a search spacépck ¢)™.

T
maximize p = JaTarol \/til\z()lj;)(m)w% ~0 (9) Instead, our method gr_ee_dily chooses one ofitleg choices
° P at each stage that maximizes the correlation of the par@# R
s.t. Ny € Z" constructed so far withl., thereby substantially reducing the
e’N, <s computation involved. In practice, we control the compiexi
b ="  Nb; even further by using the minimum driving strength gate of

each functionality in the library, rather than considerall
driving strengths for all gates.
The objective function above is the correlation coefficignt ~ The approach begins at the end of the critical path. We
betweend, andd., as defined by Equation (5). The variablessume that the path drives a measurement device such as a
n represents the number of possibilities for each stage of thip-flop, and the part of the device that acts as a load for
RCP, and the vectdN = [Ny, Ng2, -+, Ngn]T, whereN,; the critical path is an inverter INV . Therefore, for the first
is the number of occurrences 6in the RCP. iteration, this inverter is taken as the load, and it coroesis
The first constraint states the obvious fact that each elemém a known load for the previous stage, which will be added
of N, must be one of the allowable possibilities. In the secord the next iteration.
constrainte = [1,1,---,1]T, so that the constraint performs In iteration k, we consider appending each of thex ¢
the function of placing an upper bound on the total number ohoices to the partial RCP from iteratidn— 1, and perform
stages in the RCP. For the purposes of this computaiiamd SSTA for all of these choices to obtain the coefficients for
0%, come from the canonical form of the circuit delay, and the PCs, and the correlation witth., using Equation (5).
are constant. The values bf and oj%bp are functions ofNg;, The choice that produces the largest correlation coeffiggen
where the mapping corresponds to performing SSTA on thbosen to be added to the critical path. The load presented by
RCP to find the vector of PC coefficienitsand the variance this choice is then calculated for the next selection praoed
of the independent term®,, in the canonical form. The termsand the process is repeated. During the process of building
b;,1 < ¢ < n, are the PC coefficients corresponding to eadche RCP, there may be cases where a wire on the RCP crosses
stage of the RCP, and th,;s correspond to the independenthe boundary between two correlation grids: if so, the arre
terms, so thab and oj%bp are related tdN; through the last gate and the one it drives belong to two different grids, #ed t
two constraints. wire connecting them must be split into two parts to perform
Since Equation (9) does not map on to any tractable probléhe SSTA. The maximum number of stages used in the RCP
that we are aware of, we propose an incremental greeidya user-specified parameter. During our iterations, we kee
algorithm, described in Algorithm 2, which is simpler and record of the correlation coefficient after adding eachesta
more intuitive than any exact solution of the integer nogdin Once all stages up to the maximum number are added, we
program. While this algorithm is not provably optimal, it isfind the maximum correlation coefficient saved and eliminate
practical in terms of its computational cost. We recall thatages added beyond that point.
the goal of our problem is to make the correlation coefficient A complementary issue for this algorithm is related to

2 _yn 2
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determining the physical layout of each stage. To simptiy t Algorithm 3 Critical path generation using the combined
search space, we assume that the RCP moves monotonicagthod. _ _

for example, the signal direction on all horizontal wires1: Build the initial RCP, P, using Method Il All gates are
between stages must be the same, and the same is true ofat their minimal size.

signal directions on all vertical wires. Because of symmetr 22 Perform the TILOS-like sizing of Method | of?

of the spatial correlation profile and hence the PCA results,
we only choose the starting points to be from the bottom grids

of the die. For a given starting point, the path would move IV. EXPERIMENTAL RESULTS

towards the right and upper directions of the circuit. We demonstrate the effectiveness of the approaches pre-

It should be noted that systematic variations would affeet t Sénted in this paper, and compare it with ttical path
sensitivities of the parameter values, causing PC coeftisieePlica (CPR)approach, which represents the conventional
of identical cells at symmetric locations to become diffgre @PProach to solving the problem. Our experiments are shown
However, because systematic variations can be precharac®® the ISCAS89 benchmark suite. We use 90nm technology
ized before statistical analysis by a change of nominaleslu@nd the related constants are extracted from PTM model. The
at different locations, we show in Section IV that a reastmal€tlists are first sized using our implementation of TILQSs t
disturbance of the nominal values would not significantignSures that the circuits are realistic and have a reasonabl
affect the final results. The procedure continues until tf§mber of critical paths. The circuits are placed using Capo
number of stages in the RCP reaches a prespecified maxim{#ff]: @nd global routing is then performed to route all of the
or when the monotonic path reaches the end of the layoutN€ts In the circuits. The cell library contains the follogin

) functionalities: NOT, 2-input NAND, 3-input NAND, 4-input

If the number of _stages_ of the RCP is boundedsbanq NAND, 2-input NOR, 3-input NOR, and 4-input NOR.
the number of starting points that we try for the RCRuS  The variational model uses the hierarchical grid model
the runtime of Method Il isD(wpgs), because at each of thejn [25] to compute the covariance matrix for each spatially
s stages, we have x ¢ choices. In comparison to Method l,correlated parameter. Under this model, if the number of
if the bound of maximum number of stages for each methefiids is G and the number of spatially correlated parameters
is comparable, then the comparison betwéeandw x p X ¢ heing considered is, then the total number of PCs is no
determines which method has the longer asymptotic run tiniere than P x G). The parameters that are considered as

This approach has the advantage of not being tied toSgUrces of variations include the effective channel length
specific critical path, and is likely to be particularly usef L. the transistor widthi¥’, the interconnect widtfVin, the
when the number of critical paths is large. However, for igterconnect thicknesgy and the inter-layer dielectriéf; p.
circuit with one dominant critical path, this method may noth€ width W is the minimum width of every gate before

be as successful as the first method, since it is not guidedB§ TILOS sizing. We use two layers of metal, and take the
that path in the first place. parameters for different layers of metal to be independent.

The parameters are Gaussian-distributed, and their mahn an
3) Method Ill: Combination of the Two Method#s stated 30 values are shown in Table I. As in many previous works on
above, each of the above two methods has its strengths aadational analysis, we assume that for each parametér, ha
weaknesses. If the circuit is likely to be dominated by thef the variational contribution is assumed to be from dieli®
nominal critical path, it is likely that Method | will outpfarm (D2D) variations and half from within-die (WID) variations
Method Il; moreover, by construction, one can guarantee th&fe useMinnSSTAS] to perform SSTA, in order to obtain the
Method | will do no worse than the critical path replicaPCA coefficients ford.. All programs are run on a Linux PC
method. However, the structure of the RCP from Methodith a 2.0GHz CPU and 256MB memory.
| is also closely tied to that of the nominal critical path,
limiting its ability to search the design space, and Methiod |
provides improved flexibility in this respect, althoughdses
the guarantee of doing no worse than the critical path raplic Lot W o Wi | T Hip
(nm) | (nm) | (hm) | (nm) | (nm)

method. p | 60.0 | 150.0 | 150.0 | 500.0 | 300.0

We can combine the two methods discussed above in B0 11201 225 [ 300 ] 750 | 450
different ways to obtain potentially better results thathei
individual method. Many combinations are possible. For ex- We first show the results of the algorithm that corresponds
ample, we could first build the RCP by sizing the nominab Method I, described in Section IlI-C.1, synthesizing the
critical path using Method |, and then add additional stagECP by modifying a nominal critical path of the original
from the standard cell library to it using Method II. Howeyvercircuit. The initial sizes of the gates are their sizes aftaing
the number of stages may become too large in this case. ™mimization. We only show the results of the larger cirsuit
approach used in this paper combines the methods by fisice these are more realistic, less likely to be dominated b
building the RCP from scratch using Method Il, setting tha small number of critical paths, and are large enough to
size of each gate to be at its minimal value. Next, we upda#iow significant within-die (WID) variations. Of theseyciuit
the sizes of the gates on this RCP using Method | to furthe®234 is smaller than the others, and is divided into 16 apati
improve the result. The procedure is listed as Algorithm @orrelation grids, while all other circuits are dividedar256
below for completeness. grids.

TABLE |
PARAMETERS USED IN THE EXPERIMENTS




In our implementation of Method I, we do not consider corguard band needed to make 99% of the delay predictions pes-
gestion issues. We assume both the CPR method and Methesihistic for both Method | and the CPR method, respectively.
replicate the nominal critical path, including the intemoects,
to provide a fair comparison. In practice, Method | can route
the replicated nominal critical path in the same way as any of  COMPARISONBETWEENMETHOD |

TABLE Il
AND THE CPR METHOD.

; ; ; ; Circuit Average error Maximum error Guard band (ps)

the prior CPR methods reported in the prior literature. Vethod T CPR T Viethod | PR Wehod T T CPR
We use a set of Monte Carlo simulations to evaluate the s9232 1.58% | 2.84% | 10.50% | 14.93% 285 | 43.7
ircui i i § S13207 | 0.52% | 1.07% | 5.67% | 6.61% 18.3 | 26.9

RCP. For each CII’Cl-JIt being considered, we perform 10,00 et T oo T2 15% S T e
Monte-Carlo simulations, where each sample corresponds to{s3sea2 | 2.35% | 5.77% | 12.53% | 21.46% 332 | 58.9
manufactured die. For each Monte Carlo sample, we computes3sss4| 1.79% | 3.23% | 11.44% | 17.89% 438 | 72.3
s38417 2.77% | 5.24% 13.87% | 21.22% 535 | 84.1

the delay of the RCP, the delay of the original circuit, anel th
delay of the nominal critical path that may be used in a CPR
method, as in [17]-[19]. The delay of the RCP is then used to
compute the circuit delay using Equation (6) in SectionAlI- TABLE I

which corresponds to the mean of the conditional distrisuti CONDITIONAL STANDARD DEVIATION , NUMBER OF STAGES FORRCP,
in Equation (2) AND CPUTIME OF METHODI.

Figure 1 illustrates the idea of the conditional PDF, de- | circuit | Avg Zeend | Max Zeend ONfUSTab‘;rs grzg
scribed in Section Il, based on a sample of the Monte-Carlo <737 T0% 184% 679 TA6m
simulations for circuit s9234. The lower curve shown with a s13207| 1.06% 1.41% 71 10.98m
solid line is the result of SSTA, and the circled points repre s15850 1-3024) 1-74;% 96 20.92m
the conditional PDF obtained using Equation (2). The mean of S35932) 251% 3.18% 36 8.23m

. " T R : ) s38584| 2.11% 2.68% 66 13.95m
this conditional distribution is indicated using a dashiee,| 3417 3.12% 395% 21 3.88m

and this is used as the estimate of the true circuit delay. The
figure uses a solid vertical line to display the true circeitay, ) ]
and it can be seen that the two lines are very close (note thaf he results of the comparisons are presented in Table II,
the plot does not start at the origin, and distance betwezsethWhere the rows are listed in increasing order of the size @f th

two lines is exaggerated in the figure). benchmark circuit. For Method | as well as the CPR Method,
we show the average error and maximum error over all sam-
Conditional PDF s9234 ples of the Monte-Carlo simulation. All of the average esror
‘ ‘ ‘ ‘ of our approach are belo8/% and both the average errors and
0.06| 1 maximum errors are significant improvements compared to the
] ——ssTA CPR method. The guard bands required by the two methods
0.0al > Conditional PDF | | are listed in the last two columns. The guard band for Method
) —_ Real delay | for each circuit is observed to be much smaller than the CPR
- Predicted delay .
method, and the advantage of Method | becomes particularly
0.0z noticeable for the larger circuits.
The conditional variance derived in Section Il defines the
‘ ——— confidence of our estimate. Therefore we show the conditiona

0 .
300 350 400 450 500 550 600

Delay (ps) standard deviatiow.,,; as a percentage of the conditional

meanii.onq IN Table lll. Becauseu...q is different for each
Fig. 1. Conditional PDF of s9234. sample, we list the average and maximtﬁg:—j over all
samples for each circuit. In order to provide more inforiati
Since the probability of the true circuit delay being beyondbout the RCP that we generate, we also show the number
the 30 value of the conditional PDF is very low, the smalleof stages for each RCP in the table. In this case, the number
the conditional variance, the smaller the errors. It is Wworfof stages for each RCP is the same as the nominal critical
recalling that the conditional variance is given &%(1 — p?), path for that circuit. The last column of the table shows the
each term of which is a constant for a specific RCP. Therefol@PU time required by Method | for these benchmarks. The
this variance is exactly the same for each die (correspgndiun time of Method | ranges from around one to twenty
to each sample of the Monte Carlo simulation), and if the RGRinutes. The conditional standard deviation is typicakyolv
heuristic maximizegp as intended, we minimize this variance3% of the conditional mean on average. This method provides
In our experiments, we compare the computed circuit delagproved results in comparison with [26], which only upssal
called the predicted delay,,,.qi., with the true circuit delay the transistors and does not consider downscaling as is done
of the circuit, referred to as the true delad,.,.. We define here.

the prediction error as For a visual interpretation of the performance of Method
\dirae — dyrodic] I, we draw scatter plots of the results for circuit s35932

e Pttt % 100%. (10) in Figure 2(a) for Method I, and in Figure 2(b) for the
dirue CPR. The horizontal axis of both figures is the delay of the

In order to maximize yield, we must addgaiard bandfor original circuit for a sample of the Monte-Carlo simulation
the predicted delay values to ensure that the predictioms dihe vertical axis of Figure 2(a) is the delay predicted by our
pessimistic. Therefore in this set results we also compgae method, while the vertical axis of Figure 2(b) is the delay



TABLE IV

500 $35932 by Method | o032 by Critical Path Replica A COMPARISON BETWEENMETHOD Il AND THE CPR METHOD.
% _ Circuit Average error Maximum error Guard band (ps)
£450 &4%0 Method 11 CPR | Method T CPR | Method T
& 400 §400 59234 1.98% | 2.84% 10.57% | 15.15% 314 44 0
z 3 513207 1.51% | 1.06% 8.51% 7.22% 353 | 26.5
£ 350 g 350 515850 1.73% | 2.14% 9.22% | 10.97% 45.4 | 56.9
g 300 K 300 s35932 2.27% | 5.80% 13.91% | 21.34% 32.3 [ 59.9
e = s38584 2.11% | 3.29% 10.89% | 17.12% 430 | 721

25&350 300 350 400 450 500 250 300 380 400 250 500 s38417 2.28% | 5.27% 12.01% | 22.88% 424 | 84.2

true delay (ps) true delay (ps)
TABLE V

(@ (b)

CONDITIONAL STANDARD DEVIATION,, NUMBER OF STAGES FORRCP,

AND CPUTIME OF METHOD 1.
Fig. 2. The scatter plot: (a) true circuit delay vs. predictércuit delay by

Method | and (b) true circuit delay vs. predicted circuitajelising the CPR Circuit | Avg Zeend | Max Zeena | Number -CPU
method. Hecond Heond | Of Stages| time
59234 2.18% 2.79% 49 0.1s
s13207| 1.75% 231% 30 15.7s
s15850 | 1.88% 2.45% 50 15.1s
of the nominal critical path, used by the CPR method. The s35932| 2.19% 2.81% 50 16.7s
i i — i i s38584 | 2.14% 2.73% 50 18.65
ideal result is represented by tlie = y) axis, shown using oI o =5 o

a solid line. It is easily seen that for the CPR method, the
delay of the CPR is either equal to the true delay (when
it is indeed the critical path of the Monte-Carlo sample)
or smaller (when another path becomes more critical, undbat fall into each bin. In this case, it is easily seen that th
manufacturing variations). On the other hand, for Method mumber of near-critical paths is small. In contrast, FigB(ie)
all points cluster closer to ther = y) line, an indicator that shows the same kind of histogram for circuit s9234, which is a
the method produces accurate results. The delay predictedre typical representative among the remaining benchsnark
by our approach can be larger or smaller than the circifit this case it is seen that a much larger number of paths is
delay, but the errors are small. Note that neither Methodngar-critical, and likely to become critical in the manutaed
nor the CPR Method is guaranteed to be pessimistic, but sut¢uit, due to the presence of variations.
a consideration can be enforced by the addition of a guard
band that corresponds to the largest error. Clearly, Method
can be seen to have the advantage of the smaller guard banc 100
in these experiments. 80
Our second set of experiments implements the algorithm
corresponding to Method I, presented in Section 1lI-C.2.
The maximum number of stages that we allow for the RCP
for each circuit is 50, comparable to most nominal critical
paths for the circuits in our benchmark suite. We use 7 % 500 1000 200 400 600 800
standard cells at each stage, and 2 metal layers; therefore aelay (b) delay (b)
we have 14 choices for each stage. As in Method |, we do
not consider congestion issues here and assume that the CPR
methpd can perf?Ctly rep_llcate_ the nomlna.l critical patm_. IFig. 3. Histograms of path delays of (a) s13207 and (b) s92&4 AILOS
practice, congestion considerations can be incorpora®ms ptimization.
by assigning a penalty to congested areas when selectieg wir
directions. The setup of the Monte-Carlo simulations isilgim Under the scenario where the number of near-critical paths
to the first set of experiments, and the corresponding earmis s small, it is not surprising that Method Il does not perform
guard bands are shown in Table IV. Since this Monte Carlg well as a CPR. First, as pointed out in Section IlI-C.2,
simulation is conducted separately from that in Table i&réh Method Il does not take advantage of any information about
are minor differences in the CPR error in these two tablege structure of the original circuit, and is handicappesitioh
even though both tables use the same CPR as a basisafatase. Moreover, the unsized circuit s13207 was strongly
comparison. The average and maximuj®:, the number dominated by a single critical path before TILOS sizing;
of stages for each RCP, as well as the rin times are showrnfter sizing, the optimized near-critical paths are reédyi
Table V. The advantage of Method Il, again, increases withsensitive to parameter variations, meaning even if one of
the size of the circuit. these becomes more critical than the nominal critical path o
It is observed that for almost all cases, the average aadnanufactured die, it is likely to have more or less the same
maximum errors for Method Il are better than those for theelay.
CPR method. An exception to this is circuit s13207, which We also show scatter plots for both Method Il and CPR
is dominated by a small number of critical paths, even aftar this case, in Figure 4(a) and Figure 4(b), respectivehe T
sizing using TILOS. We illustrate this using the path delafigures are very similar in nature to those for Method I, and
histogram in Figure 3(a), which aggregates the delays d¢fspasimilar conclusions can be drawn. In comparing Methods | and
in the sized circuit into bins, and shows the number of pathisby examining the numbers in Tables Il and IV, it appears

513207 after TILOS 59234 after TILOS
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Fig. 4. The scatter plot: (a) true circuit delay vs. predictielay by Method Iteration

Il and (b) true circuit delay vs. predicted delay using theRORethod.
Fig. 6. Trend of correlation coefficient after each itenatio

that there is no clear winner, thOugh Method Il seems to shov’ 538417 by Method Il with disturbance 38417 by Method Il without disturbance
an advantage for the largest circuits, s35932 and s3841#. Wi ™ e
our limited number of choices for each stage of the RCPZ,,
referring to discussions about run time in Section I11-Gt2s £ 550
not surprising that Method Il is faster in terms of CPU timg, a §s®
shown in Table V. The algorithm finishes within a few seconds?jzz
for all of the benchmark circuits.

650
600

predicted delay (ps)

350 350
400 600 700 400 600 700

500 500
true delay (ps) true delay (ps)

RCP for s38417
590 —————

(@) (b)

Fig. 7. Scatter plots of s38417 with and without nominal eatlisturbance
for the RCP, to model systematic variations.

y direction

allow the cells to be sized up. In Table VI, we compare the
correlation coefficients of the delay of the built RCP using
Method Il and using Method 1ll. The correlation coefficients
are calculated using Equation (5) and indicate of how closel
o s90 the RCP can track the original circuit delay. The average and
x direction maximum errors, the guard band needed to ensure 99% of the
predictions pessimistic, as well as the run time of the comdbi
method are also listed in the table. It is observed that thingi

does indeed improve the results of Method II.
Next we show the location of the RCP built for circuit

s$38417 using Method Il on the chip in Figure 5. The figure TABLE VI
shows the die for the circuit. The size of the die is deterghine RESULTS OF THEMETHOD IlI AND ITS COMPARISON WITHMETHOD 1.
by our placement and routing procedure, and the dashed ling<ircuit

Fig. 5. The RCP created by Method Il for circuit s38417.

) Method Il
indicate the spatial correlation grids. The solid bold $ireee Method IT | Method il 1 Avg. 1 Max. [ Cuard [ CPJ
the wires of the critical path. The figure shows that theaalti [ s9234 0.9732 0.9821 | 1.68% | 7.64% | 28.9ps | 2.44s
; P it ; 513207 0.9719 0.9750 | 1.38% | 5556% | 31.2ps | 16.97s
path grows in a monotonic d|rect|o_n and it starts from one of === e Sor LTt 39.523 e
the grids at the bottom of the chip, both due to the layouts3se32 0.9464 0.9492 | 2.26% | 11.98% | 34.1ps| 20.38s
s38417 0.9505 0.9526 | 2.17% 9.12% | 37.4ps | 15.06s

In order to gain more insight into the trend of improvement
of the correlation coefficients, Figure 6 shows the coriefat
coefficient of Method |l after each stage is added for one Finally, we experimentally demonstrate that our assump-
starting point: beyond a certain number of iterations, th#n of neglecting systematic variations is reasonable. We
marginal improvement flattens out. A similar trend is seestemonstrate this on Method Il, and show that a reasonable
for Method |. change in the nominal parameter values of the RCP cells due

Our third set of experiments show the results of Method lltp systematic variations would not affect the final resulgs b
which is a combination of Method | and Method II. We firstnuch. This justifies our heuristic to only choose the stgrtin
build an RCP from scratch using Method I, and then refirngoint of the RCP at the bottom of the die.
this RCP by the iterative sizing technique employed by Mdtho The experiment proceeds as follows: after the RCP is built,
I. Considering that Method Il uses minimum-sized standawde disturb the nominal values of all parameters associaibd w
cells to restrict its search space, in the combined methed, the RCP by 20%, while leaving those of the original circuit

10



unperturbed. This models the effect of systematic vamatio [6]
where the RCP parameters differ from those of the original

circuit. We show the final results of the scatter plots focuair

s38417, with and without disturbance, in Figures 7(a) am, 7(

respectively. It is shown that the plots are almost idehtaad

(7]

the average error is 2.26% with disturbance as compared ﬁg

2.28% for the normal case.

The intuition for this can be understood as follows. The

correlation between the original circuit and the RCP depeno[9

on the coefficients of the PCs in the canonical expression.
The coefficients depend on the sensitivities of the delay to
variations, and not on their nominal values. Although thiayle (10]
is perturbed by 20%, the corresponding change in the delay
sensitivity is much lower, and this leads to the small changa]

in the accuracy of the results.

V. CONCLUSION

In this paper, we have presented two novel techniqu
to automatically generate a critical path for the circuit t

[12]

J. Le, X. Li, and L. Pileggi, “STAC: Statistical Timing Aalysis with
Correlation,” in Proceedings of the ACM/IEEE Design Automation
Conference pp. 343-348, June 2004.

A. Agarwal, D. Blaauw, V. Zolotov, and S. Vrudhula, “Sigtical Timing
Analysis Using Bounds and Selective Enumeration,”Aroceedings
of the ACM/IEEE International Workshop on Timing Issues lie t
Specification and Synthesis of Digital Systeps 29-36, Dec. 2002.

A. Devgan and C. Kashyap, “Block-based Static Timing Bsi with
Uncertainty,” inProceedings of the IEEE/ACM International Conference
on Computer-Aided Desigmpp. 607-614, Nov. 2003.

] B. Lee, L. Wang, and M. S. Abadir, “Refined Statistical t8tal'iming

Analysis Through Learning Spatial Delay Correlations,Proceedings
of the ACM/IEEE Design Automation Conferengp. 149-154, July
2006.

L. Wang, P. Bastani, and M. S. Abadir, “Design-Siliconim¥
ing Correlation—-A Data Mining Perspective,” iRroceedings of the
ACM/IEEE Design Automation Conferenqep. 385-389, June 2007.
A. Davoodi and A. Srivastava, “Variability Driven GatBizing for
Binning Yield Optimization,” inProceedings of the ACM/IEEE Design
Automation Conferencepp. 956-964, July 2006.

V. Khandelwal and A. Srivastava, “Variability-DriveRormulation for
Simultaneous Gate Sizing and Postsilicon Tunability Adkian,” in
Proceedings of the International Symposium on Physicaidbepp. 11—
18, Mar. 2007.

] M. Abranmovici, P. Bradley, K. Dwarakanath, P. Levin, Glemmi,

capture all of the parameter variations. A third approach is
simple hybrid of the two approaches that provides notieeabl

used in this paper is to take advantage of spatial correiatio

to build a test structure, the RCP, that captures variations
15] A. Drake, R. Senger, H. Deogun, G. Carpenter, S. GhishNguyen,

in multiple critical paths in the circuit, exploiting the afal
correlation structure. Experimental results have showahdir
methods produce good results.

Our current framework only handles process variationﬁ'ﬁ]
environmental variations are addressed by adding adequate “path Selection for Monitoring Unexpected Systematic TignEffects,”
delay margins, since these are often worst-cased in peactic

Addressing these through prediction remains an open area
future work. A straightforward extension of our method fo

[ﬁ(}]

very large circuits is to build not one, but a small number, of
RCPs, one for each region of the circuit. The fundamental
approach for building each path would be identical to thgg

method proposed here.
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