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Abstract— Routing congestion has become a serious concern in today’s B. Previous Work

VLSI designs. To address the same, we propose a technology jppéng
algorithm that minimizes routing congestion under delay castraints in
this paper. The algorithm employs a dynamic programming framework
in the matching phase to generate probabilistic congestiomaps for all
the matches. These congestion maps are then utilized to minize routing
congestion during the covering, which preserves the delagptimality of
the solution using the notion of slack. Experimental resul on benchmark
circuits in a 100 nm technology show that the algorithm can improve
track overflows by 59%, on an average, as compared to convenfal
technology mapping, while satisfying delay constraints.

Several technology mapping algorithms that target trawigi ob-
jectives such as area, delay, or power exist in the liteeaf6}—[8].
Recently, there have been attempts to consider congestidngd
mapping. These approaches include the following: placémeven
mapping for FPGAs [9], methods employing a cost functiomtth
involves wirelength as a metric for routing congestion H0P],
a procedure based on predictive probabilistic congest&iimates
[13], and a method based on pre-layout wirelength predictiat].

Index Terms— Technology Mapping, Physical Synthesis, Logic Syn- IN [9], Cong et al. present an iterative congestion-aware mapping

thesis, Routing Congestion, Congestion Estimation, Physil Design,
Placement, Physical Synthesis

I. INTRODUCTION

A. Motivation

Following Moore’s law [1], the number of on-chip transistare

and placement procedure for FPGASs; however, in this wohe t
congestion metric used by them pertains not to routing butetts,
being defined as the number of cells placed in a given locafibe
approaches due to Pandist al. [10], [11] and Stoket al. [12]
rely on the total wirelength, which, being a global metriailS to
capture the locality property of the routing congestione Tork
in [13] employs predictive probabilistic congestion esttes, and
therefore, suffers from the inaccuracies inherent in arsdigtive

doubling every two years, while the number of wires are gngwi scheme. The method of [14] employs a mutual contraction tdegu

almost linearly with the number of gates. This increasingjgle com-
plexity results in circuits that face the problem of routicgngestion,
which can be described as the unavailability of a sufficiannber
of tracks to route wires. Moreover, wires are becoming iasiregly
resistive with each technology generation in spite of theaades
in manufacturing techniques [2], [3], and therefore, iotemect

the technology mapping, but suffers from the limitation tthiae
mutual contraction, although correlating well with the @langth, is
only indirectly related to routing congestion. Other rethivork lies
in the domain of structural logic synthesis [15], [16], wienetrics
for routing congestion are proposed to guide the logic ®sith In
this contextadhesionis presented as a metric for routing congestion

delays have been seen to dominate gate delays since the 250jR5], while structural pin density is shown to correlatelimith

process technology node [4]. Together, routing congestiot the
dominance of interconnect delays make timing closure methe
difficult; if wires are detoured to avoid congested regichgey may
incur larger delays and thus violate timing constraintserfEworse,
detours created during the routing stage invalidate thenigations
applied during earlier stages in the design flow, such asepiaat,
that do not model detours during delay estimation.

The placement and routing stages certainly offer flexésliin
terms of cell movement and detouring, respectively, tovalte
routing congestion. (See, for instance, the congestiorigatibn
techniques described in [5]). These flexibilities, howewe often
insufficient, and are known to result in a number of desigrattens,
partly for the reasons stated in the previous paragraph.h@mther
hand, logic synthesis offers a large degree of freedom irdlivan
the routing congestion problem, but it may suffer from inaete
estimates as it operates at a higher level of abstraction tha
placement and routing stages. In the synthesis domainnaémdy
mapping is a powerful transformation which makes decisalnsut
wires, and therefore, affects congestion. Consequenthould be an
excellent stage during which one could try to alleviate @stign,
provided it were possible to obtain reasonably accuratgyestion
estimates at that stage.

R. S. Shelar is with the Enterprise Microprocessors Gromggl ICorpora-
tion, Hillsboro, OR, USA.

P. Saxena is with Advanced Technology Group, Synopsys Hittisboro,
OR, USA

S. S. Sapatnekar is with the Department of ECE, Universitiliminesota,
Minneapolis, MN, USA.

congestion in [16]. The adhesion, being computationallgessive,
may not be suitable for technology mapping purposes. Thetsiral
pin density, on the other hand, ignores the congestion iboition of
wires passing over a given region and therefore, may not teraie.

C. Our Contributions

Considering routing congestion during the mapping is mam-c
plex than traditional objectives such as area or delay duéhé¢o
following reasons.

« Unlike conventional objectives, routing congestion, lgeliocal-
ity dependent, cannot be captured using a single numbeeat th
technology mapping stage [11].

« Even with the application of a probabilistic congestion map
there is a “chicken-and-egg” problem between the mappimg an
placement stages, since such a congestion map is requiiere be

mapping, but cannot be created until after the placement of a

mapped netlist.
To overcome this “chicken-and-egg” problem, previous apphes
have either used predictive congestion maps, as in [13] @e ha
employed metrics such as wirelength or mutual contractam,n
[11], [12]. The limitation of the former approach has beemtbliance
on empirical data both to justify the heuristic objectivendtion
driving the mapping and to predict congestion maps for mdppe
netlists based solely on subject graphs, while the lattpragzhes
attempt minimizing wirelength, assuming that it corresateell with
congestion. In contrast, our current work provides a sotedretical
basis for the mapping procedure that guarantees optimayslels



well as allows the use of accurate congestion maps that eatect as
the mapping proceeds. The contributions of this work areobewfs:

known as a mapped netlist, which is placed in a given block aral
routed. The block area is divided by a grid into bins for ccutiga

1) We formulate the technology mapping problem targeting-ro analysis purposes or for global routing. Each bin contaitiséed
ing congestion as that of minimizing the total track overflotumber of horizontal and vertical tracks. The track overfland
under the specified delay constraints. Using the dynamie prgPngestion can be defined for every bin as follows.
gramming framework, we provide a delay-optimal solution to Definition 2.1: The horizontal (vertical) track overflow for a given
the problem under the assumption that the placement assighén, (T:(1), is defined as the difference between the number of

to the cells during the mapping is preserved.

horizontal (vertical) tracks required to route the netotigh the bin
and the available number of horizontal (vertical) tracks.
Definition 2.2: The horizontal (vertical) congestion for a given bin,

without specifying a horizontal or vertical direction, weaamn that the

value of the overflow or a congestion smaller than 1.0 inégdhe

bin
OF = Evbinszcbi"’ > l.OT

)

performing global routing. Employing these definitionsg ffroblem
of delay driven technology mapping targeting congestion ba

Problem definition 1:Given a subject graph of a network and a
library of gates, generate a mapped netlist that minimibestotal

2) Instead of predicting congestion from a generic netisth as a
subject graph, and justifying its use empirically to oveneothe _
cyclic dependence between the mapping and placement sta@liég), is the ratio of number of horizontal (vertical) tracks reqd
we propose a matching procedure to generate two-dimensioffaroute the nets through the bin to the number of horizometical)
congestion maps for all delay-optimal mapping solutions in tracks available.
bottom-up manner. The procedure is general enough and darihis paper, when we use the terms “track overflow” or “ccstign”
be applied not only to optimize different cost functions de
over the congestion map (such as the maximum congestitims are equally applicable to both horizontal and vertizactions.
or total track overflow), but also to optimize other physical A positive track overflow or a congestion of more than 1.0 rsean
properties that can be captured using two-dimensional mapsat sufficient tracks are unavailable for the routing, elilnegative
for instance, temperature or power density maps.

3) In the covering phase, where the matches are selected framailability of tracks. The total track overflonOF) is the sum of
among the stored choices, we employ an explicit notion of thgositive track overflows over all the bins, as shown in théofeing
slack to further optimize the design unlike the classicakcimg equation
approach [17], [18], which does not explore this potentialr
covering technique chooses the congestion-optimal matche
that minimize the total track overflow and also satisfy thehis gverflow can be computed after the generation of the estian
slack constraints. This technique can be easily extended jo., \hich can be derived either using probabilistic teghes or by
optimize even traditional objectives, such area or poweteun
delay constraints without introducing any sub-optimality
de_lays. E)fperimental results on an entire ISCAS’85 _be_n‘mma_defined as follows.
suite confirm that delay constraints are always satisfiedewhi
improving track overflow by 59%, on an average.

4) We demonstrate that the problem of delay-driven congesti

aware technology mapping is NP-complete.

The rest of the paper is organized as follows. Section 2 diires
formal definitions and the background for the technology piragp
problem, while Section 3 describes the generation of caimgesaps
during the matching phase. Section 4 illustrates the stacistrained
congestion-aware covering algorithm and Section 5 dissushe
extensions to the algorithm. Section 6 presents experaheesults
followed by the conclusion in Section 7. We defer the prooftaf
NP-completeness of the delay-driven congestion-awarkntéagy
mapping problem to the Appendix.

track overflow under specified delay constraints.

Traditional mapping procedures use a dynamic programming
framework that involves two phases, referred tonaatchingand
covering respectively. In the former phase, non-inferior mapping
solutions are stored during a topological traversal of audiy while,
in the latter, a mapped network is built by selecting fromsthe
solutions during a reverse topological traversal. Usuadighnology
mapping employs either of load-based or gain-based delagels.on
this paper, we consider only load-based delay models; garighm
can be easily extended to gain-based delay models also.cHde |
based delay model is shown in Figure 1(a) for a typical stahda

An early version of this work was presented as [19]. Sincethecell: it shows a straight line with the internal delay of thate

the work has been improved by legalizing the companion phace

that has evolved in tandem with the mapping, in contrast oiag

the placement subsequent to the mapping phase; this résute

track overflow improvement growing from the 44% reported 18][

to 59%. Furthermore, a new comparison is presented with ekeeyd
driven congestion-aware mapping algorithm described iatheer

recently published workyiz., [13]. The proof of the complexity of
this problem presented in the Appendix is also new.

Il. PRELIMINARIES

The following terminology is used in this paper. A Boolea

network is a directed acyclic graph (DAG), in which a nodeaten
a Boolean function,f : B® — B, where B = {0,1}, andn is
the number of inputs to the node. Traditional technology pivagp
is usually preceded by a decomposition of this abstract
into one that contains primitive gates, such as 2-input NAN&hd
inverters. The decomposed network is referred to as a dufijaeh or
a premapped netlist. The subject graph is mapped on to a setlsf
in the library during technology mapping; the resultingwatk is

Dinternal, @S an intercept on the delay axis, while the slope of the
line indicates the effective driver resistahc@echnology mapping
targeting delay involves storing piece-wise linear loathg curves,
{(l1, D1), (I2, D2),- - -}, during the matching phase, wheteand
D;, respectively, denote the load and delay co-ordinates afrah
point of a piece-wise linear segment. At each node, a setateh
that are delay-optimal for the load ranges correspondimmeoe-wise
linear segments is stored on these curves. These choicesfaned
to as non-inferior matches. One such curve is shown in Fid(og
with three non-inferior matched/;, M>, and Ms, where M; is
ptimal for the load rang0, l:], M- for the range(l1, l2], and M3
or larger load values. During the covering phase, when doac
known, delay-optimal matches are chosen from the curves [H]
contains an implementation of a delay oriented mapper based

by this scheme, and we employ the same framework for our teopyol

mapping targeting routing congestion.

1The delay of a cell also depends on the slopes of the inputalign
transitions, which are considered during precise timinglyais, but are often
ignored in the delay models at the technology mapping stage.
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Fig. 3. Generating congestion maps during the matchingA(ahoice M, at node N;. Maps for horizontal congestion for matches/é¢ and N3 are
shown in (b) and (c), respectively, while (d) shows congestontribution due td\/; and (e) shows the congestion mapNat due to M.

associated with each bin show the demands for the horiztratzts.
For instance, the leftmost bin in the bottom row has a demdnd o
1.5, since there are three routes, route 1, 5, and 6, whiahreshalf
track each in that bin. Therefore, the congestion for thechia to
the net is 22—, where, hy;,, is the number of horizontal tracks

5
6X hp,;
available for the bin.
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IIl. CONGESTIONMAP GENERATION

DURING THE MATCHING PHASE
Fig. 1. (a) A load-based delay model for a typical standatt] sech as an

inverter. (b) A typical load-delay curve stored during thatahing. The matching phase of dynamic programming based delayteden

technology mapping typically involves storing a load vdaglecurve
at each node. We employ the same method and preserve the curve

Terminal 2 Route 1 o L o s
I e containing non-ln_ferlor matches thqt minimize the delaycfrﬁerent
' load values. During the construction of the curve, wiredkand
0515125 | 15} Route 2 wire-delays are accounted for based on the companion peteof
i ] ' ! the underlying subject graph. To evaluate different maggmiutions
i I i based on their contribution to the total track overflow, weoagate a
o i ot ld s Bty T Route 3 probabilistic congestion map with each match. This congesnap
0:5 | 1,0 | 1:0 | 0,5 ) . . A
| : ¥ | represents wires due to the mapping solution correspordiagiven
[ L L i _.._.._ Route 4 match, as explained in the following subsections.
0l5 | 1.0 | 10| 05
| ' i | Route 5 A. Bottom-up Congestion Map Construction
15| 25 |15 0.5 To generate a global as well as a partial view of congestian, w
I Route 6 propose a bottom-up congestion map construction. A match at

given node is assumed to be placed at the center of gravitysof i
fanins and fanouts (whose locations are available from dhepanion

) I ) N . lacement), and multi-terminal nets are modeled emplottiegwell
Fig. 2. Probabilistic congestion estimation for a net asagnonly L- and P ) P

Z-shaped routes [20]. Only the demands for horizontal sdokeach bin are known star topology. Figure 3 shows the creation of a_COMSt
shown. map for a match)M; at the nodeN;. The matchM; receives its

inputs from two nodesN. and Ns. During the topological traversal,
these nodes are processed before nddeand hence, non-inferior
The concept of employing a companion placement for the stbjenatches and the corresponding congestion maps are alrezey s
graph to estimate wirelengths or congestion maps is not hdvas at these nodes. The maps of horizontal congestion for matahe
been used by previous technology mapping or physical sgistheN2 and Ns that minimize the delay for the solution due to the
methods [11]-[13], [17], [21], and we employ the same cohcepratch M; are shown in Figure 3(b) and (c), respectively, while the
here. Based on such a companion placement, the congestips nforizontal congestion contribution due to the mateh is shown
are generated during the matching phase employing a welliknoin 3(d). For the purposes of illustration, only the track dewts are
probabilistic method, which is shown to have a good fideliyhw Shown as congestion without loss of generality. In Figure),3the
post-routing congestion in [20], [22]. The probabilististimation right-most bin in the third row has a horizontal track demahd.25,
technique assumes all routes to be equally possible forengiet as there ar@ paths from the output of the match At to an input
and then computes the demands for tracks as a ratio of thearushb of M. This results in a probability of of the path through the bin
paths passing through the bin to the total number of patlpir€i2 being selected. Furthermore, for that path, only half of bogzontal
shows the congestion computation for a net. Six possibléispattrack is occupied under the assumptions of probabilistiegestion
assuming only L- and Z-shaped roufteshrough different bins in estimation [22], resulting in a demand @25. Figure 3(e) shows the
the bounding box of a net are shown in the figure. The numberap for horizontal congestion for the solution involvings tmatch
M;: itis obtained by the simple bin-wise sum of the congesti@psn
2L. and Z-shaped routes are shown for illustration purposely.dn &t N1, N2, and Ns. Thus, for instance, the demands in bin (1, 2) in
practice, we allow the nets to have unlimited bends, as ih [22 the congestion maps in figures 3(b), (c) and (d) are addecktiecthe

Terminal 1
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Fig. 4. The congestion in each bin is divided by the numberaabfits for
forward propagation.

demand in bin (1, 2) in the congestion map shown in Figure 3&}
congestion map represents horizontal track demands dbhe subset
of wires from the transitive fanin cone of;, as these wires appear in
the mapping solution corresponding to the matdh. For a different
match at nodé€V,, this subset of wires will be different leading to a
different congestion map. Note that these congestion mepsuat
for the relevant subsets of wires from only the transitivariacone of

a given node, ignoring wires in the rest of the network. Thisy do
not represent a global picture of congestion; rather, tlepyasent a
partial picture that accounts only for the matches and spmeding
wires in the transitive fanin cone of a given node. It is clésat a
complete picture of congestion that represents all thesatinat will
appear in the mapped network cannot be obtained until nmagchi
and bottom-up congestion map generation is performed fothal
nodes. This is the reason why we postpone the total tracklower
computation until the covering stage.

B. Handling Multiple Fanouts

For the multiple fanout points, as shown in Figure 4, the estign
in each bin is divided by the number of fanouts. It allows th
construction of the congestion map for the solutions at @rim
outputs by simply carrying out the bin-wise sum of the cquoegling
congestion maps. This heuristic is similar to the one engaady [7]
for the area minimization under delay constraints, wherspite of
such a division of gate-areas at multiple fanout points,itamtd of
the gate-areas due to points on area-delay curve at primaputs
generates the gate-area for an entire solution.

Thus, employing simple algebraic operations such as aadditi
and multiplication, two-dimensional congestion maps carcieated

transitive fanin cone and represents the correspondingapitistic
congestion of these wires in our work. Just as the gate-areantire
network cannot be predicted until the end of the matchingseha
[7], so is the inability of the dynamic programming framelan our

work to predict the congestion map of entire network unté #nd
of the matching. Of course, compared to a metric like gatesathe
routing congestion optimization objective is far more cdiogied, as
noted in several recent works [11], [13], [15], [16]. We atsuploy a
better delay computation approach as compared to [7]. in ek,

the construction of area-delay curves introduces subvabity due
to unknown loads in the matching phase. In contrast, we store
inferior solutions using piece-wise linear load-delayves; which
serves the following purposes.

1) It does not introduce any sub-optimality in delays dueh® t
load computation and therefore, allows one to generateay-del
optimal solution.

2) Because of the ability to generate a delay-optimal smhti
it ensures that if the delay-optimal solution cannot meet- co
straints, no other solution can.

Moreover, we utilize the companion placement to accountive-
loads and wire-delays, which are ignored in their work.

D. Comparison with Other Congestion-aware Matching Teghes

The matching procedures employed in previous approaches on
congestion-aware mapping either compute the wire-lergtin [10]-
[12], or the congestion cost based on probabilistic esgsaas in
[13]. The following are the limitations of these approaches

1) Allthese approaches heuristically modify the area oaylebst
function by adding wirelength or congestion penalty terfitgs
introduces sub-optimality in the estimation of these dfijec
functions, and therefore, none of these approaches cameensu
meeting area or delay constraints (under the usual assumspti
about delay models and placement fidelity) while minimizing
routing congestion.

As pointed out earlier, metrics such as wirelength andipted
congestion may not capture an accurate picture of the cenges
tion.

These limitations are overcome easily by our matching procs
which stores all non-inferior matches along with their @bitistic
congestion maps that are constructed using simple algebgmr-
ations such as addition and multiplication in a bottom-umnes.
Moreover, although the metrics proposed in previous ampreshave
been applied during the matching phase, none of them extbeds
metrics to guide the covering, which actually selects thepiray

2)

e

during the matching phase. These maps can be used to optimig&/tion. Thus, these techniques ignore the search spaukabie

any cost function defined on them, for instance, total tragftow
or maximum congestion. Moreover, the entire technique teegee
congestion maps is quite general and can be applied to dwate
dimensional maps for even other physical properties, sschoaver
density.

C. Analogy with Classical Matching

The bottom-up congestion map generation is analogous tedhe
in [7], where area minimization under delay constraints aaght.
However, in contrast, our work targets routing congestiadeu the
same constraints, rather than the area as in [7]. The pedi@estion
maps during the matching in our work correspond to gatesafea
points on the area-delay curve in [7]. Just as the gate-area [point
on the curve models the corresponding gate-areas due toatod it
a given node and its transitive fanin cone in [7], the corigasiap
for a match at a given node accounts for wires due to matché®in

during the covering. In contrast, we utilize the generatedgestion
maps during the covering process to compute the total traeklow
due to different mapping choices, and to select the one thammzes
this track overflow while satisfying the delay constraintis is
explained in the following section.

IV. CONGESTIONMINIMIZATION UNDER DELAY CONSTRAINTS
DURING THE COVERING PHASE

To preserve the delay-optimality of the solution while imygng
the congestion, we associate the usual notion of a slackalittodes.
Definition 4.1: The slack at a given node is the difference between
the required arrival time at that node and the actual artivaé.
A positive value of slack means that the signal arrives eathan
the required arrival time, while a negative value impliesttlit
arrives later than the required time. During traditionalverning,
delay-optimal choices that minimize the delay for a givead@are



chosen at each node. The load-delay curves that are buittcitive Algorithm 1 Perform the covering targeting congestion minimization
matching phase also assume the same. We observe that thingové!nder delay constraints
need not choose delay-optimal choices at all nodes to respec Input: A Boolean networkG(V, E), a set of primary output® C
delay constraints. At nodes with positive slack, matches #éne not V, sets of non-inferior matches/, and their congestion maps
necessarily delay-optimal can still be chosen, as long eg theet CM, forveV
the delay constraints. Our covering algorithm employs ttea to Output: Assignment of congestion-optimal mateh € M, to v €
minimize the total track overflow. We explain the same using t V', which satisfies the delay constraint
following example. 1: for Yo; € O do
mp—ertimal  DelayOptimalMatchi/,, , load.,)
So, « Dfeawired D_ p—optimal
- end for -
 CM 212‘1 CMngfoptimaz
: OF «— ComputeOverflon'M)
. for Vv € V, in reverse topological ordeto
mP—ortimal __ DelayOptimalMatchi/.,, load.,)
m&—ertimal _ CongestionOptimalMatchi(,, s.)
if OFC—ertimal - OF then
mgptimal — mgfoptimal
CM «— CM — OMmD—optirnal + Ovacfopt'Mnal

OF — OFcfoptimal v

v
Fig. 5. A piece-wise linear load-delay curve with three rhat matches 14: UpdateSlacks§ —ortimal | gC—optimal)
My, M2, and M3 optimal for load rangeg0, 10), [10,20), and [20,00), 15 g|se
respectively. The curve has a slopeXfor the load valueg0, 10), a slope
of 2 for loads betweerj20, 30), and a slope of for remaining load values.

A Ms
Delay

50

e
= o

-
N

[N
w

16: mg)ptimal - mffoptimal
17: UpdateSlacksg D —ortimal  g)
Consider a load-delay curve, shown in Figure 5, stored durid8: end if Ovtimal
the matching for a node. During the covering, when the node }§: IncrementLoadsf,” )
processed, let us assume that that it has a slad @ind it has to 20: end for
drive a load of 15. Let the delays due to matclids, M,, and M3
for this load be, respectively§5, 90, and 95. In this case, regular
covering will choose matci/z, since it minimizes the delay, while B. Procedure for Finding Slack-constrained Congestiotiroal
our congestion-aware covering will choose a match that mirgés Match

the track overflow. Note that choosing: or M; does not affect the  1pq pseudo-code for selecting the slack-constrained stioge
delay-optimality of the overall solution in this case, @rtbere is a optimal match is shown in Algorithm 2. It considers all thetahes

slack of10 at th(_e node_, and the arrival_ times at the node due to boé'ilcept the delay-optimal match such that they satisfy tlaeksl
M, and M;, satisfy this slack constraint. constraint (as enforced in line 6 in the pseudo-code). Anthege
matches, one that results in the lowest total track overflowtared
as the slack-constrained congestion-optimal match. Nateve can
The pseudo-code for the covering that targets track overflastore a match that results in the smallest maximum congesisoa
under delay constraints is shown in Algorithm 1. It beginghmithe congestion-optimal one, leading to the optimization of ri@ximum
computation of the delay-optimal matches at the primarpuaist The congestion. In general, any cost function defined over tmgestion
slacks §,,) are then computed for all the outputs. The congestiamaps can be optimized by storing a match that optimizes tengi
map C'M for this solution is built by the bin-wise addition of the objective as a congestion-optimal match. The correspgndlack
congestion maps due to delay-optimal matches for all thexgi updates are maintained with the congestion-optimal matfckhe
outputs. This congestion map represents the contributdéradl the track overflow due to this match is lower than that due to tHayde
wires that will appear in the mapped network due to the caiweal optimal match, then the slack-constrained congestiomghtmatch
delay-optimal solution. The total track overfléwF" corresponding to is stored as the optimal match, as described earlier.
this solution is estimated from the congestion map usingakiqu (1).
After this initialization, all the nodesuv(e V') are processed in the
reverse topological order. First the delay-optimal maieH—°rt™a!
is determined for a node, followed by a computation of theksla  The time-complexity of the entire mapping algorithm is a#ho
constrained congestion-optimal matetj’ ~°?**™%! ysing a procedure same as that of a conventional mapping. Both conventionaketisas
that is explained later. If the overflo@ ¢ ~°P*™! due to the slack- our congestion-aware mapping techniques employ the sartwnimg
constrained congestion-optimal matehS—°P**"4! s smaller than procedure, except that the matching phase in our case cempnt
that due to the delay-optimal mateh? —°P*™™al thenm{—ort"mal  stores congestion maps for non-inferior matches. If theeeNas .
is chosen as the optimal matet;?**™4, In this case, the congestion number of bins in the layout, then the matching phase woujdire
map is updated to reflect the change due to this match, the N@WNBins Nmatches) time (Where Nasqiches is the number of non-
overflow is stored, and the slacks at the inputs of the matetakso inferior matches over the entire network), since the comuport of a
updated. Instead, if the delay-optimal match is chosen@splimal congestion map requir€3(Ng:ns) time. SinceNg;ns IS a constant
matchmf,)p“m“’, then the slack is simply propagated to the inputsthe matching phase for our approach requitESV,qtches) time
of the match. Finally, the loads at the inputs of the selecigimal for a given layout. Note that althougNz..s is possibly large as
match (be it delay-optimal or slack-constrained congastiptimal) compared to other constants subsumeddyy, the actual number
are incremented to reflect the selection of that match. of bins impacted during the generation of a match (and heineie t

A. Algorithm for the Covering

C. Time Complexity of the Algorithm



Algorlthm 2 Find Congestion-optimal match that satisfies the Slaqjﬁapper due to the Storage of Congestion maps for all nomidnfe

constraint
Input: A set of matchesV/, for v and available slack, at nodev

choices during the matching phase. This requirement magdweced
by storing just the bins corresponding to the bounding bat th

Output: Congestion-optimal match satisfying the slack and thgffected by the mapping solution. Moreover, a memory efficie

corresponding total track overflo@ ¢ —ortimal
1: Procedure CongestionOptimalMatat(, s.) {
2: OFcfoptimal — 00
3: if s, > 0 then

4:  for all m € M, —mP—oprtimal g

5: D, — DelayDueToMatcHpad,)

6: if D,,, —DD—optimal ¢ then

7 CMpew — CM — CMmD—optimaL + CMp,
8 OFpew — ComputeOverflonq Mew)

9 if OFpew, < OFS™0Ptmal then

10: OF[}C*Optimal - OFnew

11: mlcl'foptimal —m

12: Sg—optimal — Sy — (Dmv - DmD—opti,mal)
13: end if v

14: end if

15:  end for

16: end if

17: }

contribution to the time complexity) is usually much smal@uring
the covering, CongestionOptimalMatch() function is adifer all the
nodes. The function requiré3(| M. | Nsins) time, since, in the worst
case, it has to consider all the matches at the node to findablk-s
constrained congestion-optimal one. Over all the nodesetbre, the
covering requiresD(Nmatches) time, which is same as that of the
matching phase.

V. NOTES ONCONGESTIONOPTIMALITY AND EXTENSIONS TO
THE ALGORITHM

The mapping algorithm can preserve the delay optimality of
solution under the usual assumptions about the delay mautkl
placement fidelity, but it does not ensure the optimalityh#f track
overflow. In other words, the resulting congestion may notthe
minimum, although it will usually be much smaller than thataned
using conventional mapping, for given delay constrainthisTis
a consequence of the routing congestion being more compiex
objective than the traditional ones, such as area and dély.
dynamic programming based matching and covering procedusy
not be able to generate the congestion optimal solution lynpamial
time. The Appendix contains a proof for the NP-completersédbe
mapping aimed at minimizing congestion under delay comgta

Our algorithm, which is based on the load-based delay madel,
be easily extended to the one based on gain-based delay.mmdel
that during technology mapping based on the gain-baseg dedel,
the sizes of the cells are adjusted depending on the loatighiaa
drive, and this does not affect the wires and hence, the ctadpu
routing congestion in the design under the assumptions tatheu
placement of cells. The extension of our tree-mapping &lgarto a
DAG-mapping one, such as [8], is, however, not obvious becai
the duplication of wires due to the corresponding replaratf the
underlying logic gates.

variant of our algorithm having the same memory capacityhas t
of conventional delay oriented mapping is possible by igstg the
selection of the congestion-optimal matches to the prinmartputs.
In such a variant, the congestion maps for all non-inferi@tahes
at all nodes except for the primary outputs are not requifest the
maps for the matches for the subsequent nodes in the topalogi
order are computed during the matching phase. Hence, theorgem
occupied by the corresponding congestion maps that havedsérne
purpose of the forward propagation can be freed and re-usked.
expect our current mapper to be used in an engineering ctadge
(ECO) mode, where at most a few thousand cells corresportding
the congestion hot-spots are (re-)synthesized. It is aal iwhndidate
for such an application, since it ensures that delay canssravill
be met while minimizing total track overflow. This is demoastd
by the experimental results in the following section, whitows
that circuits with more than 3500 cells can be handled welbby
algorithm without needing recourse to memory efficient asatis.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

The congestion-aware mapping algorithm is implemented anc
incorporated in SIS [18]. We performed experiments on thtresn
set of ISCAS'85 benchmarks employing the design flow shown
in Figure 6. For a given benchmark, the subject graph cantgin
primitive gates is placed to create the companion placenTéris is
followed by either the conventional or our congestion-avaapping
algorithm. For a fair comparison, the conventional delaierded
technology mapping algorithm in SIS [18] is modified to use th
companion placement information to compute wire-loads aire-
delays, as our congestion-aware technology mappingesitize same
information not only for the bottom-up congestion map gatien

But also for the wire-load and wire-delay computation. Afthe

z%echnology mapping, the resulting netlists are placed anted. For

all the experiments, technology mapping is performed ewiptp
lib2.genlib library in SIS, which is characterized for 106hriech-
nology [23] and contains up to 4 strengths for each cell. Toegate
delay constraints for a given benchmark, conventional rteldgy
r%apping is run first and the delay of the most critical primamyput

is assigned as the required arrival time for all primary atgpFor the
placement, we employ the publicly available recursive diiseing
based placer Capo [24], while, for routing, we use a rout& [2
that is based on non-Hanan routing. In the case of our teopyol
mapping targeting routing congestion, we legalize the gqrtant
of the mapped netlist employing the legalizeélaceUtil-Lnx32.exe
from the Gigasscale Silicon Research Center (GSRC) Bottkshe
[26]. Recall that the matches in the mapped netlist are glatehe
center of gravity of fanins and fanouts based on the subjeaphy
placement. Such a placement of the mapped netlist, howmsasrnot

be legal, thus requiring overlap removal. The placemertliegtion
instead of whole new (re-)placement of the mapped netlesqves
most of the gains obtained during the technology mappinge Th
post-routing delays are measured using a static timingyaeal

In our current implementation, we do not store matches that a

potentially good from the congestion standpoint, but hawssjbly
inferior delay characteristics. Consequently, we do natimize the
congestion to the fullest extent possible. This can be rédduy stor-
ing a few inferior matches apart from those on the regulad-dalay

B. Analysis of Experimental Results

Table | shows the comparison of post global routing resulis d
to conventional mapping as well as our mapping. It shows tbekb

3The results on the smallest benchmark from the ISCAS'8%s@tl7,

curve, at the cost of extra computation and memory. The MEMQyre not shown, as its implementation requires only a fewsgdtecoming an

requirement of our mapper is larger than that for a conveatio

un-interesting case to show meaningful comparison.



Example | Area Conventional [18] / Ours
Overflow (% gain) Delay MC RU # of cells Run-time
7 ps % s
C1355 3439 | 2277134 (40) 7897786 | 1.70/1.30| 80/81| 621/592 11/12
C1908 3616 323763 (80) 1059 /1042| 1.70/1.10| 80/80| 578/571 12 /13
C2670 | 11707 | 4177139 (66) 1258 /1240 1.65/1.20| 75/77 | 148271426 2451
C3540 | 25994 | 10787194 (82) 165571632 2.25/1.25| 75/80 | 3254 /3105| 90/ 279
C432 1962 66 / 45 (31) 8547842 | 1.40/1.10| 80/82| 264/311 779
C499 3550 262/ 80 (69) 8237821 | 1.60/1.20] 80/79| 595/563 11/13
C5315 | 17265 | 1100/ 289 (73) 1120/ 1114| 2.20/1.40| 75/77 | 2122 /2131| 38/121
C6288 | 21379 | 5157452 (12) 4771/4731] 1.70/1.40| 80/80 | 3737 /3596| 88/ 135
C7552 | 28223 | 13437547 (59) 1341/1309 | 1.60/1.30| 75/73 | 3198 /3080 132 /213
C880 3944 378767 (82) 890/884 | 1.70/1.20| 80/76| 584/575 12 /13
Average 554 7 201 (59) 145571439 1.74/1.24| 78/78| 1647159 42 /85
TABLE |

COMPARISON OF THE CONVENTIONAL MAPPING WITH OUR ALGORITHM ‘RU" AND ‘MC’ DENOTE THE AVERAGE ROW UTILIZATION AND MAXIMUM
CONGESTION RESPECTIVELY

S

Timing
Analysis

Fig. 6.
mapping

Design flow for conventional and congestion-awarehnelogy

area in Column 2 for the benchmarks in Column 1, while ColuBns
4,5, 6,7, and 8 show the total track overflow (with the improeat
percentage), the delay, the maximum congestion, the avemgy
utilization, the number of cells, and the run-time, respety. All

the experiments are run on a Sun Ultra Sparc 60 machine with 40

MHz clock speed. From the table, we can observe the following

1) Our mapping algorithm has been consistently able to eeduc
the track overflow, as shown in Column 3. On an average,
the reduction is 59%. The large gains can partly be attribute
to the legalization-based flow. Since most of the companion
placement of the mapped netlist is preserved because of th
legalization, the gains obtained during the technology pirap

are preserved. The impressive gains in overflow also umderli
the ability of the technology mapping to reduce the conges-
tion. The largest improvement, 82%, is in the case of C3540
and C880, while the smallest one is in case of C6288. The
small improvement in case of C6288 can be attributed to the
relatively lower congestion in the design as compared teroth
benchmarks of a similar size.

From Column 4, it is clear that the delays due to congestion
aware mapping have improved slightly, as the algorithm main
tains the delay-optimality, resulting in the same delays as

2)

3)

4)

5)

%)

the conventional mapping. The subsequent stages, edpecial
the routing, show the effect of reduced congestion, causing
smaller detours and hence, smaller delays as compared to the
conventionally mapped netlists.

The maximum congestion shown in Column 5 has improved
due to our mapping in all the cases with an average im-
provement of 28%, even though the algorithm targets only the
total track overflow. This can be ascribed to the correlation
between the maximum congestion and the total track overflow:
generally, high overflow implies the large maximum congesti
and vice-versa.

It appears from Column 6 that the average row utilization
has increased, as in cases of C2670 and C3540, and has also
decreased, as in cases of C7552 and C880, with the track
overflow. This can be attributed to the corresponding ireeea
or decrease in the cell area. Depending on the context, an
area increase or decrease can result in a small track overflow
an example in [13] shows that even an area optimal match,
which results in a relatively smaller area, can worsen the
congestion, while it is also possible that an increase ia dree

to more gates, and hence, more wires, proves detrimentaéto t
objective of reducing the congestion. This is why the cotiges

is relatively insensitive to the average row utilizatios, lang

as the utilization is not too high.

As shown in Column 7, the number of cells in the congestion-
aware mapped netlists have decreased slightly in all cages b
that of C432. The decrease in the number of cells can be
associated with the corresponding reduction in the number o
nets, which may be indirectly correlated with metrics sush a
structural pin-density, and hence, congestion, as poiottdn

[16]. In case of C432, however, employing more logic cells ha
resulted in the congestion alleviation, which can be exgldi
using the discussion in the previous remark on the average ro
utilization.

Finally, as can be seen from Column 8, the run-times for
congestion-aware mapping are still comparable to those of
the conventional one. On an average, although the run-me i
2.02 times worse than that for conventional mapping, itils st
practical, being within a few minutes on a 400 MHz Sun Ultra
Sparc machine. This shows that the constants subsuméx oy

in the time complexity expression in Section IV-C are not too
large. This bodes well for the scalability of the algorithm.



C. Comparison With Previous Work The comparison with the competitive congestion-awareydaliented

Table Il shows the comparison of this work with the previou
congestion-aware technology mapping approach [13]. Cotuin
the table have the same meanings as in Table |. The fO||OWiIt|%O
observations can be made from the table.

1

2)

3)

4)

g1apping approaches [11], [12] could not be performed becaus
of the unavailability of the access to proprietary benctksaand

Is, while another relevant work on congestion-awardrietogy
mapping [14] targets area of the circuit and not the delays.

From Column 2, it is evident that as compared to the

congestion-aware technology mapping in [13], our approach

results in 30% improvement, on an average. This can beln this paper, we have presented a technology mapping tigori
attributed to the following: (a) as opposed to the the worl@rgeting routing congestion. We have shown how to overcome
in [13], which relies on the same predictive congestion mai€ “chicken-and-egg” problem during the mapping and ptearet
based on subject graph for all matches, we create matcifispecSt2ges by generating and propagating congestion mapsiatgsoc
congestion maps in a bottom-up manner that are more acrurd¥h each choice during the matching phase. We have propased
(b) our approach exploits slacks to the fullest extent, eyt covering procedure, which exploits slacks to select thegestion-
the previous approach, a global constant is employed tohwei ptimal choices that preserve the delay-optimality of tb&tion,
the paths according to the slack at the primary outputs; a lowed by a legalization of the companion placement. The
(c) instead of re-placing the mapped netlist as in [13] (@rev experimental results on ISCAS’85 benchmarks prove theiefiay

in [19]), we legalize the existing companion placement @ thof the algorithm, as they show, on an average, 59% improvemen
netlist, which preserves the overflow gains achieved dutfieg in the track overflow as compared to conventional mappinge Th
mapping. impressive gains in the track overflow emphasize the abilftyhe

It is clear from Column 3 that the delays due to our mappin§chnology mapping to reduce the routing congestion. Theqsed
algorithm are slightly worse than those due to the congestiomatChing and covering techniques are sufficiently genemndl @an
aware technology mapping in [13]. This occurs because obg applied to optimize different cost functions defined ongestion
algorithm exploits slack to a greater extent than their weth Maps as well as different physical properties, which canapgured
as explained earlier. Note that delays in both the casésatil €MPploying two-dimensional maps, such as power-densitysmap
isfy the required delay constraints obtained from conwerai

mapping shown in Table |I. APPENDIX

Column 4 shows that the maximum congestion due to our Complexity of Delay-driven Congestion-aware Mapping
mapping is either the same or smaller than that due to theThe Minimum Clique Cover [27] is a known NP-complete problem
previous work. This can be ascribed to the (weak) correfatiahat is defined as follows: Given an instance of an undiregtegh
between track overflow and maximum congestion: small tragk = (V, E) and a positive integeK, does there exist a clique cover
overflow due to our mapping also implies relatively less maxor G (i.e., a collectionVi, V4, ., Vi, of subsets ofi’ such that each
imum congestion. V; induces a complete subgraph @f and such that for each edge
From Column 5, we observe that for large examples, ruiy;,v;) € E, 3m such thatv;,v; € V;,) with cardinalityk < K ?
times for our mapping are worse than that for the congestion-We reduce this problem to an instance of the decision versfon
aware mapping. This is due to the additional book-keeping othe delay-driven congestion-aware technology mappindplpro as
algorithm has to perform to generate congestion maps infélows. Let V = vy, v, ., v, be the vertices of7. We associate a
bottom-up manner. For small examples, the run-time foraextBoolean variabler; with the vertexv; (i = 1,.,n) and generate the
topological traversal in the algorithm of [13] dominatesitth Boolean functionfc(z1,.,zn) = Z(vv ’UV)GE(CCZ' @ z;). Our goal
for the generation of congestion maps; this is the reason whyto map this function using a pre-specified cell library ahen to
we see the relatively smaller run times for our mapping on thstace it in the left half of a rectangular region that consa@ach of
small benchmarks. the literalsz; andz; (s = 1,.,n) as primary input pins on its left

VIlI. CONCLUSION

We could not compare the results on ITC'99 benchmarks, subBundary and a primary output pin corresponding to the ceetpu
as bi14, b15, and b20, reported in [13], since the applidggbdf function in the middle of its right boundary. Furthermorie tright
our mapper on Sun Ultra Sparc 60 machine, which is employed half of the placement region contains a pre-placed macrokitioat
run the mapper, is limited to approximately 5000 cells. Itufa, computes the logicabr (“+”) of up to n(n — 1)/2 inputs (by tying
we plan to implement the memory efficient variant of our aiion.  unused inputs to 0); the output of this macro block is corew¢o

the primary output pin. Our cell library consists only of emtthat

implement the functions, (u1, ., up) = (30, u) (3, @),

Example | Congestion-aware technology mapping [13] / Ours for p = 2,.n. Finally, we assume that the number of routing

Overflow DSI:V MC Run:'me tracks available to hook up the mapped netlist in the leff bél
Ci355 | 1737134 7747786 | 180/130| 13712 the placement region to the inputs of the macro block in thétri
C1908 87763 | 1065/1042| 1.10/1.10| 14713 half of the placement region &, and the delay constraints are such
C432 54 /45 840/842 | 1.40/110| 8/9 that any path from a primary input to an input of the macro bloc
C499 188780 | 7917821 | 1.20/1.20| 12713 can pass through no more than one gate.
Conne | T T LTI LT TSl sy obserse that e size of he funcioni(n ) 33
C880 570767 | 8677884 | 14071201 17713 specified above is linear in the number of edgesGin Next, for
Average | 284 ] 198 | 1467/ 1487| 1.407 1.22| 54758 any cligue H with vertices w1, ., w, and corresponding Boolean
TABLE Il variablesy., ., y» respectively, it is easy to see that(y1,.,yr) =
COMPARISON OF THE CONGESTIONAWARE TECHNOLOGY MAPPING[13] (Zizl,_ﬂ. yi)(Zizl,_,T. vi) = Z(wi,wj)emm(yiy_f + Viyi) =

WITH OUR ALGORITHM. ‘MC’ DENOTES THE AVERAGE ROW UTILIZATION Z(w w_)eE(H)(yi @ y;) = fuly,.,yr). However, if H is not a
iw;

AND MAXIMUM CONGESTION, RESPECTIVELY. clique, the above equality does not hold. (If edge, w;) is missing
from E(H), theny:%5,%iy; € gr(y1, - yr) — fu(y1,.,y-)). Finally,



one can verify that for two cliqueK,, and K., with r; andrz ver-  [14] Q. Liu and M. Marek-Sadowska, “Wirelength predictibased technol-
tices reSpeCtivveKnuKrz = GV (K| T IV (K (with the three ogy mapping and fanout optimization,” iRroc. ISPQ pp. 145-151,

; ; : : ; Apr. 2005.
functlon_s being defined over the Boolean varlablgs cormeing to [15] P. Kudva, A. Sullivan, and W. Dougherty, “Metrics fomsttural logic
the vertices ofK,, U K,,, K,, and K,,, respectively, where the synthesis,” inProc. ICCAD pp. 551-556, November 2002.

union G1 U G2 of two graphsG: andG. is defined as the unions of [16] Q. Liu and M. Marek-Sadowska, “Pre-layout wirelengtidacongestion
their corresponding vertex and edge sets, respectivelig;etjuality estimation,” inProc. DAG pp. 582-587, June 2004. _
holds irrespective of whether the vertex sets of the twoueligare [17] M. Pedram and N. Bhat, “Layout driven technology mapgin Proc.

L . . - ) DAC, pp. 99-105, June 1991.
disjoint or share an arbitrary number of vertices. By indugt this [18] E. M. Sentovich, “SIS: A system for sequential circuignthesis.”

property (Viz..fu, ., =3, 9v(x,,)|) extends to the unions of the Memorandum No. UCB/ERL M92/41, May 1992.
vertex sets of an arbltrary ‘numbef of cliques. [19] R. Shelar, S. Sapatnekar, P. Saxena, and X. Wang, "Acieffi tech-
Thus, there is a bijection between a cli in G and a gate im- nology mapping algorithm targeting routing congestion emdelay
| ting the f i Furth ake thi g d constraints,” inProc. ISPDQ pp. 137-144, Apr. 2005.
plementing the functiony|v ;)| Furthermore, this CorreSponaenca,qy 5 westra, C. Bartels, and P. Groeneveld, “Probalsilisongestion
can be extended to any set of cliguesGnby mapping them to the prediction,” in Proc. ISPD pp. 204—209, Apr. 2004,
“+" of the correspondingy functions. Given the delay constraint thaf21] W.-J. Dai, “Hierarchial physical design methodology imulti-million
does not permit us to map to two or margates in series and the fact | gatf Ch'%sr"T'rr]‘PliOC- 'SSP}?PE- 179—1t8hlr Apg ilooé- Shencetiati
_ : H . wymn . . . Lou, o. akur, S. Krisnnamoortny, an Lo, engll Ing
that nog-function is equalent to & “+” function, a set @fdlquesf‘ N routing congestion using probabilistic analysiSEEE Trans. CAD
corresponds to a mapping intayates whose outputs feed into the “+ vol. 21, pp. 32-41, January 2002.
macro block, resulting in a usage of exactiyracks. In particular, a [23] “Berkeley predictive technology model.http://www-device.
clique cover ofG of cardinalityk corresponds to a mapping solution  eecs.berkeley.edu/"ptm/download.html

; ; ; [24] A. E. Caldwell, A. B. Kahng, and I. L. Markov, Can recius bisection
that usesk tracks. Conversely, given a mapping solution that uses alone produce routable placements? Firoc. DAG pp. 477-482, June

tracks, one can construct a clique cover of cardinalityyy mapping 2000.

each of the gates in the mapping solution to its correspgndique. [25] J. Hu and S. Sapatnekar, “A timing-constrained sinmetaus global
This concludes the proof that the decision version of thayddtiven routing algorithm,” IEEE Trans. CAD vol. 21, pp. 1025-1036, Sept.
congestion-aware technology mapping problem (and, iriqoda, its 2002.

. . [26] “Gigascale silicon research center bookshelf: Plam@mutilities.”
covering phase) is NP'ha“?'- . . http://visicad.eecs.umich.edu/BK/PlaceUtils/.

To complete the proof of its NP-completeness, it sufficediseove  [27] M. R. Garey and D. S. Johnso@pmputers and Intractability: A Guide
that, given a mapping, one can run a polynomial static tinainglysis to the Theory of NP-Completened&. H. Freeman and Co., New York,

on it to determine whether it meets the required delay caimss;, as NY, 3rd ed., 1979.
well as construct a probabilistic congestion map (or run abal

router) on it in polynomial time to determine whether it neé#te

congestion constraints.
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