
Buffering Global Interconnects in Structured ASIC
Design

Tianpei Zhang and Sachin S. Sapatnekar

Department of Electrical and Computer Engineering, University of Minnesota,
Minneapolis, Minnesota 55455, USA

zhangt, sachin@ece.umn.edu

Abstract

Structured ASICs present an attractive alternative to reducing design costs and turnaround
times in nanometer designs. As with conventional ASICs, such designs require global wires
to be buffered. However, via-programmable designs must prefabricate and preplace buffers
in the layout. This paper proposes a novel and accurate statistical estimation technique for
distributing prefabricated buffers through a layout. It employs Rent’s rule to estimate the
buffer distribution required for the layout, so that an appropriate structured ASIC may be
selected for the design. Experimental results show that thebuffer distribution estimation is
accurate and economic, and that a uniform buffer distribution can maintain a high degree
of regularity in design and shows a good timing performance,comparable with nonuniform
buffer distribution.
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1 Introduction

In the nanometer regime, cell-based ASIC designs are increasingly hard-pressed to
produce affordable design solutions, due to the challengesassociated with skyrock-
eting mask costs and manufacturability issues for complex designs [1]. As an al-
ternative, field programmable gate arrays (FPGAs) may be used since they provide
a regular prefabricated structure that can avoid many of themanufacturing prob-
lems associated with ASICs. However, for many designs, the performance gaps, in
terms of speed, power, and area, between FPGAs and cell-based ASIC designs are
too large for an FPGA to be a realistic alternative. In this context, structured ASIC
design has emerged as a promising new design style to fill the gap.

Structured ASICs are composed of regular arrays of prefabricated standard building
blocks, with fixed mask structures. Design with structured ASICs involves many
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fewer masks than for cell-based ASICs. One paradigm that is used involvesvia-
configurability, where the building blocks and interconnect skeletons are prefab-
ricated and are then connected with appropriate via connections by programming
only a small number of masks [2–6]. A standard building blockis composed of
combinational logic and memory elements (such as flip-flops)and has enough flex-
ibility that it can be programmed to various functions through via configurations.
The wires that electrically connect the building blocks arealso prefabricated regular
fabrics, and the routing of nets can be configured with a via definition. This strategy
provides a low NRE (non-recurring engineering) cost, and yet with relatively high-
performance solutions. Additionally, since structured ASICs use well-characterized
logic blocks and regular, fixed interconnect structures, they are well suited to com-
bat problems associated with manufacturability, yield, noise, or crosstalk.

However, many of the other problems of nanometer design continue to plague struc-
tured ASICs. Most importantly, as in cell-based ASICs, the dominant role of inter-
connect in determining system performance remains a major hurdle, and a key issue
in overcoming this is through the use of buffer insertion along global wires. Buffer
insertion can not only improve timing performance, but can also effectively reduce
functional noise by recovering noise margins [7]. The number of buffers necessary
to achieve timing closure and meet noise requirements continues to rise with de-
creasing feature sizes, and it is projected that at the 32nm technology node, a very
large proportion of cells will be buffers [8]. Although interconnects are generally
buffered in the later phases of physical design, buffer resources must be planned
earlier in the design process, so that enough resources are available for the later
insertion phase. Several buffer resource planning strategies for cell-based ASIC
design have been proposed in [9,10].

This problem is more acute for via-programmable structuredASICs, where, in
addition to the basic standard building blocks, buffers must be prefabricated and
distributed in the layout. Although it is possible to reconfigure the basic building
blocks to work as buffers, this is not an economical approachsince (a) the number
of buffers can be very large, (b) the sizes of the buffers are typically larger than the
sizes of regular gates, (c) configuring a large and general standard building blocks
as buffers is an inefficient use of resources, and (d) these blocks do not have the
driving ability of dedicated buffers. Therefore, it is essential to distribute dedicated
buffers in structured ASICs, and to plan for them well, priorto the fabrication of
the chip.

The buffer insertion problem for structured ASIC design hasnot been fully ad-
dressed in publications so far. The only work we know of that considers this issue
is [11], where it is assumed that a uniform distribution of dedicated buffers is placed
throughout the layout, and there is a ratio of 2:1 between number of logic cells and
buffers everywhere in the circuit. However, this does not recognize that the demand
for buffers depends on the interconnect complexity of circuits, and assuming a sin-
gle 2:1 ratio for all kind of circuits may result in a large waste of buffer resources.
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Clearly, the choice of this ratio should depend on the topology and structure of the
circuit that is being mapped to the chip and the number of interconnects. On the
other hand, given that this ratio must be predetermined in a structured ASIC, it is
clearly not possible or realistic to tune each chip individually to a design, and a
“good” set of buffer-to-logic-cell ratios must be chosen.

This paper uses Rent’s rule to develop a family of “good” ratios, and proposes a
distributed buffer insertion methodology for the use of dedicated buffers in struc-
tured ASIC design. For each range of(p, k) values, wherep is the Rent’s exponent
andk the Rent’s coefficient, our algorithm (described in section3.3) finds a statis-
tical estimate of the buffer distribution for circuits falling in that range. Thus for
each range, we can prefabricate an off-the-shelf structured ASIC chip with buffers
preplaced according to the estimated buffer distribution of that (p, k) range.

In the implementation phase, a designer may choose the appropriate prefabricated
chip for implementing custom design according to values of(p, k) for the design.
Experimental results show that the buffer resource estimation is accurate and ad-
equate for interconnect buffering purpose of circuits in each range, and with an
average uniform buffer distribution based on the estimation, we can maintain a
good timing performance as well as a highly regular structured ASIC.

The organization of the paper is as follows. In section 2, we describe the buffer
insertion methodology. section 3 provides a statistical buffer distribution estimation
based on Rent’s rule, and a classification method of circuitsbased on their Rent’s
exponent and coefficient. In section 4, we present the experimental results, which
is followed by conclusion in section 5.

2 Buffer Insertion Scheme for Structured ASIC Design

Various buffer insertion models have been proposed for cell-based ASIC designs,
prominent among which are the buffer block approach [9], in which blocks of
buffers are placedbetweenthe building blocks of the circuit, and the distributed
buffer approach [10], in which buffers are interspersedwithin the building blocks,
with their exact location being undetermined until later inthe design process. The
distributed buffer insertion model has several advantagesover the buffer block
model: it spreads the routing wires around and avoids excessive routing conges-
tion, while satisfying the requirement of buffer insertion.

For structured ASIC design, in the same spirit of interspersing buffers with logic
units across the circuit, we adopt a buffer insertion model in which the prefabricated
buffers are scattered through the structured ASIC, and the distribution of buffers
should be adequate enough for buffering global wires. We also refer to this as a
distributed buffer insertion model to capture the distributed nature of this scheme,
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Fig. 1. (a) A schematic showing a chip that is tessellated into tiles, with buffers dispersed
within the tiles. For simplicity, the VCCs are not shown here. (b) The corresponding tessel-
lation with the buffer capacity listed for each tile.

although unlike [10], the buffers are actually prefabricated in structured ASICs.
We define the structured ASIC to be a two dimensional array composed of via-
configurable standard building blocks, denoted asvia-configurable cells(VCC),
which are connected by via-configurable interconnect wires. To facilitate the dis-
tributed buffering model, we divide the circuit into an array of tiles, and each tile
is a square area containingm × m VCCs as well as a predetermined number of
dedicated buffers for interconnect buffering usage. For a tile positioned at(i, j),
we refer to this number as thebuffer capacity, denoted asBi,j. If Bi,j is uniform
for all (i, j), we refer to this as auniformbuffer distribution; otherwise the buffer
distribution is said to benonuniform. A routing solution may use some or all of
these buffers: the actual number of utilized buffers in tile(i, j) is referred to as the
buffer usage, denoted asbi,j . If bi,j > Bi,j, the routing solution is invalid, and we
refer to this situation asbuffer overflow. Figure 1(a) shows a6 × 6 tile graph for
a structured ASIC design, with buffers distributed within tiles. The corresponding
buffer capacity of each tile in the circuit with a nonuniformbuffer distribution is
shown in Figure 1(b).

In this paradigm, buffers are prefabricated into the layoutbut are connected to the
global lines that require buffering only in the later phasesof physical design. To
enable this, we utilize a via-defined buffer insertion (VDBI) scheme, which allows
a buffer in a tile to be inserted along any interconnect wire traversing the tile, by
means of a via configuration. Figure 2(a) shows a representative buffer in a tile:
its input and output are connected to horizontal and vertical wires that go across
the tile. Figure 2(b) shows that any wire that crosses the tile can choose to be via-
configurably connected to either this buffer through “insertion vias,” or through
“jumping vias” to a metal strip that can skip the buffer entirely.

Our model uses a simple yet effective distance-based criterion for buffer insertion.
As noted in [9], the delay of a wire is relatively insensitiveto the precise location of
a buffer, and a buffer can be inserted within a feasible region instead of at a specific
location without greatly affecting the timing performance. This is supported by
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Fig. 2. (a) The input and output of a buffer are each connectedto two wires that stretch
across the tile, one in the horizontal direction and one in the vertical direction. (b) Buffer
insertion on a wire crossing the tile is carried out by means of via definition. An “insertion
via” connects a buffer, while a “jumping via” is an electrical short circuit.

[12, 13], where the authors observed that there is a maximum distance between
two consecutive buffers so that the timing performance and sharp slew rate can
be ensured. Our distance-based model is similar to that usedin [10, 12, 13]: the
maximum length of interconnect can be driven by a gate (buffer) is L, and this is
referred to as thecritical length. For a two-pin net, this implies that the separation
distance between two buffers is at mostL, and for a multi-pin net, this distance may
be shorter between some pair(s) of buffers. This simple buffer insertion constraint
is effective and flexible enough and can also work with various routing algorithms.

3 Statistical Buffer Distribution Estimation

Structured ASICs provide a reliable and economic platform to implement various
designs, but the trade-off is the reduction in flexibility. The basic VCCs, buffers
and interconnects must be prefabricated, and this necessitates early and accurate
estimation of physical design properties without knowing the details of circuit. To
ensure that adequate numbers of buffers are available for routing the circuit, we
must determine the buffer distribution, i.e., the buffer capacity of each tile, prior
to fabrication. This estimate of the buffer distribution should have the following
properties:

(1) It is desirable for this estimate to be accurate, and should guarantee that enough
buffers will be allocated so that it can meet the timing-optimal buffer usage in
the final layout. On the other hand, the estimate can not be toopessimistic: if
too many buffers are prefabricated, it will result in wastedsilicon area.

(2) The estimation should be based on basic circuit properties instead of any spe-
cific circuit implementation details, so that a set of prefabricated chips can be
developed on the basis of these properties. Since these chips will be used to
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implement a variety of designs, and may work with various physical design
tools, the solution should not be specific to any particular tools, and should
only be based on basic circuit properties.

With the above considerations, our buffer distribution estimation is based on Rent’s
rule. We use this to determine a statistical estimate of the interconnect wire distri-
bution, and the buffer distribution. In the remainder of this section, we will describe
the background and details of our estimation technique.

3.1 Rent’s Rule

Rent’s rule is an empirical relationship that correlates the number of signal input
and output (I/O) terminalsT , to the number of gates,N , in a random logic network
[14]. It is given by a simple power law expression,

T = kNp (1)

wherek andp are called theRent’s coefficientand theRent’s exponent, respectively.
These parameters reflect the complexity of a circuit, and canbe derived in the
process of partitioning the circuit netlist. Our work assumes that these parameters
have been computed for the circuit to be mapped to the structured ASIC.

WhenN exceeds some critical sizeNcrit, the relationship betweenT andN devi-
ates from the exponential curve and enters region II of Rent’s rule [14];T will keep
constant or drop whileN increases.

3.2 Estimating the Statistics of Buffer Distribution

The number of buffers required in a tile is highly correlatedto the total length of
external interconnect wires crossing this tile. If a largernumber of wires traverse
a given tile, it is likely that a larger number of buffers willhave to be inserted in
the tile. From the Rent’s exponentp and Rent’s coefficientk for a circuit, we can
apply Rent’s rule to statistically estimate the length of interconnect wires crossing
a specific tileD, and further, to estimate the number of buffers required in the tile.

A schematic of a circuit layout is shown in Figure 3(a). The layout is a square
consisting ofn×n tiles1 . Each tile is a square consisting ofm×m VCCs, and the
geometrical size of a tile ist×t units. While considering the estimation for a tileD,
we divide the circuit, for convenience, into 9 blocks, labeledA throughI, as shown
in the figure, with blockD in the center. BlockA consists of all tiles northwest of

1 For a general circuit of rectangular form, the analysis is very similar to the square case.
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Fig. 3. (a) We divide the circuit into 9 blocks,A throughI, and for estimation purpose,
we merge two blocksH andD into a larger blockHD. (b) Estimation of the length of
interconnect wires passing tile D.

D; block B is composed of all tiles to the east ofE; block C comprises the set of
tiles to the southwest ofD, and so on. We will use(i, j) to refer to the coordinates
of tile D in then × n tiling.

For estimation purposes, it is reasonable to assume that therouting will remain
within the bounding box set by the pins of a net. Under this assumption, the inter-
connect wires that cross blockD consist of the contributions of the wires connect-
ing block pairs in setS defined as

S = {(A, F ), (A, G), (A, I), (B, E), (B, F ), (B, G), (B, H), (B, I), (C, E),

(C, F ), (B, H), (B, I), (C, E), (C, F ), (C,H), (E, I), (F, H), (F, I),

(G, H), (H, I)}

The total wire length passing through tileD, WD, is given by

WD =
∑

all block pairs (x,y)∈S

Wx,y, (2)

whereWx,y is the total wirelength of all interconnects crossing tileD, connecting
VCCs in blocksx andy, where(x, y) ∈ S. Since the tile dimensiont is generally
much smaller2 than the critical lengthL, the interconnects originating from tileD
will not be likely to consume buffer resources atD, and we only consider the con-
tribution from those wirespassingD. KnowingWD, if the maximum interconnect
length driven by any buffer is lengthL units from the insertion model described

2 It is easy to extend this analysis to the case wheret is larger thanL.
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in section 2, then aunit lengthinterconnect segment in a wire crossing tileD will
have a probability of1/L of requiring a buffer to be inserted in tileD. This implies
that an external wire passing a tile of dimensiont horizontally will probabilistically
insertt/L buffers from this tile. We can use this idea to estimate the buffer capac-
ity, BD, required for tileD as the probabilistic usage of buffers in the tile. In other
words,

BD =
WD

L
(3)

TheWx,y components ofWD can be estimated by using Rent’s rule. As an example,
we now illustrate how the value ofWA,I may be estimated; otherWx,y components
may be estimated in a similar way.

As in [15], we merge two neighboring blocksH andD into a larger blockHD
as shown in Figure 3(a), and apply the I/O terminal conservation rules to the three
blocksA, HD andI, which are shown as shaded regions in Figure 3(a).Similar
to [15], we have the number of I/Os connecting blocksA andI, denoted asTA to I ,
to be

TA to I = TAHD + THDI − THD − TAHDI (4)

in which theTblock, block ∈ {AHD, HDI, HD, AHDI} is the number of I/Os of
the combinational blocks, and they can be estimated using Rent’s rule as

TAHD = k(NA + NH + ND)p (5)
THDI = k(NH + ND + NI)

p

THD = k(NH + ND)p

TAHDI = k(NA + NH + ND + NI)
p

The parametersNA, NH , ND andNI are the number of VCCs in blocksA, H, D
andI, and they are simple expressions in the variablesi, j, n andm. However,
in applying this formula, we may find that the estimate moves into region II of
Rent’s rule as described in section 3.1. We use a simplified approach to handle this
deviation: when the number of VCCs in the combinational block from equation (5)
exceedsNcrit, we substitute this number withNcrit into equation (5). Experimental
curves show thatNcrit is between 150 to 200 for various circuits, and we simplify it
by takingNcrit = 175 for all experimental circuits. Experimental results also show
that small variation in the choice ofNcrit does not affect estimation results much.

To calculate the number of interconnects between blocksA and I, we define a
variableα that is the fraction of terminals that are sinks. Thus we can obtain the
number of point-to-point interconnects between blockA and blockI, IA to I as:
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IA to I = αTA to I (6)

andα can be expressedasin terms ofthe average fanout of the system [15], as

α =
fanout

fanout + 1
(7)

Using equation (6) to obtain the number of interconnects between blocksA andI,
we can further combine it with a simplified L-Z shaped routingmodel to estimate
the wire length crossing tileD due to interconnects betweenA andI, WA,I . Fig-
ure 3(b) shows a set of possible L-shaped and Z-shaped connections between the
blocksA andI. Probabilistically, we can assume that the average position of the
terminals of the interconnects are at the center of blocksA andI. Thus the routing
of interconnects will follow the bounding-box path, and falls in the dotted box in
Figure 3 (b). We denote the distance between the centers ofA andH by L1; the
distance between the centers ofA andC by L2; and the distance between the center
of A and the northern edge ofD asL3. The parametersL1, L2 andL3 are pictorially
illustrated in Figure 3, and these can be expressed in terms of i, j, n andt.

In practice, it is observed that a router will route the bulk of the nets with simple
L-shaped and Z-shaped patterns [16]. Hence, we can assume that the routing of an
interconnect will utilize one of these two patterns, and theprobability of using an
L-shaped and Z-shaped route arePL andPZ = 1−PL, respectively. As in [16], we
assumePL = 0.7 in the estimation. Under this routing model, we can estimatethe
wirelength crossing tileD due to L-shaped routes as:

WL,(A,I) =
1

2
· t · IA to I · PL (8)

The factor “1/2” in the above equation is due to the fact that there are two possible
L-shaped routes, and only the upper-L route will pass theD tile.

Similarly, there are two kinds of Z-shaped routes, type I: with two horizontal seg-
ments, and type II: with two vertical segments. If every Z-shaped route has an
equal probability of being taken, the type I Z-shaped routeswill have a probability
of L1/(L1+L2) of being taken, while the type II Z-shaped routes have a probability
of L2/(L1 + L2). Both types of routes can pass tileD, and we can probabilistically
estimate the wirelength of Z-shaped routes crossing tileD as:

WZ,(A,I) =

(

L1

L1 + L2

·
t/2

L1

· t +
L2

L1 + L2

·
(L3 + t)

L2

· t

)

·IA to I · (1 − PL) (9)

Finally, we can compute the total interconnect wire length fromA to I that traverses
D as
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WA,I = WL,(A,I) + WZ,(A,I) (10)

The wirelength contribution from other block pairs in setS can be computed in a
similar way asWA,I , and their values can be substituted into equation (2) and (3)
to yield the estimated buffer capacityBD for tile D at position(i, j).

3.3 Application to Structured ASICs

3.3.1 Using(p, k) Range to Prefabricate Structured ASIC Templates

Structured ASICs consist of predetermined regular architectures, and the buffer
resource planning must be addressed at the prefabrication phase. However, due to
the unavailability of specific circuit information at this phase, we must preallocate
buffers so that it can satisfy the buffer insertion requirements of a range of circuits.
As stated earlier, our approach determines the buffer distribution that is necessary
for a circuit, based on its basic characteristics, namely, the Rent’s exponentp and
Rent’s coefficientk. The practical way of employing structured ASICs in design is
that they are prefabricated with other hard Intellectual Property (IP) blocks, which
are embedded processors, I/O controllers, etc. The structured ASIC part can be used
to implement users’ specific logic, and we can assume that there is only one Rent’s
exponentp and one Rent’s coefficientk associated with this logic.

We now describe how the buffer distribution determined in section 3.2 is used to
design off-the-shelf structured ASIC parts that can be usedfor a specific circuit. We
can divide the spectrum of Rent’s exponent values,p, and Rent’s coefficient values,
k, into a set of ranges:Rp = {[p1, p2], [p2, p3], [p3, p4], ...}, Rk = {[k1, k2], [k2, k3],
[k3, k4], ...}. For the circuits of tile array sizen×n in a specific range pair[pi, pi+1]
and [kj, kj+1], we can predetermine the maximum number of buffers requiredin
each tile for these circuits with the algorithm shown in Figure 4. Using this estima-
tion technique, a set of structured ASIC chips can be prefabricated. When a given
circuit is to be mapped onto this fabric, its Rent’s parameters are first computed.
Based on their values, the appropriate prefabricated structured ASIC chip is cho-
sen, and the circuit is mapped onto that chip. If the Rent’s parameter is exactly at
the boundary between two ranges, we choose the structured ASIC representing the
lower range to avoid waste of buffer resource.

To find a buffer distribution fitting the requirements of all circuits in the range
[kj, kj+1] and[pi, pi+1], we must find the maximum estimated buffers in each tile.
The estimation procedure in Figure 4 is based on the following theorem and obser-
vation:

Theorem 1. The estimated number of buffers in a tileD is a monotonically in-
creasing function of the Rent’s coefficient,k.
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Proof. According to the statistical estimation in Section 3.2, theestimated number
of buffersBD in a tileD has a general expression as follows:

BD =
∑

all block pairs i∈ SD

ηi · k[(Nα,i + Nβ,i)
p + (Nβ,i + Nγ,i)

p

−(Nα,i + Nβ,i + Nγ,i)
p − Np

β,i] (11)

whereSD is the set of block pairs, interconnects between which can pass tileD;
ηi is a constant determined for block pairi; Nα,i, Nβ,i andNγ,i are the number
of VCCs in three consecutive neighboring blocksαi, βi andγi. From this expres-
sion, we can conclude that the estimated number of buffers ina tile D is linearly
dependent onk, hence it is a monotonically increasing function ofk.

Observation 1. The estimated number of buffers in a tileD in general does not
vary monotonically with Rent’s exponentp.

This observation can be illustrated as follows. From equation (11) above, The
derivative of the estimated number buffersBD in tile D, with respect to Rent’s
exponent,p, can be found as:

dBD/dp =
∑

all block pairs i∈ SD

ηi · k[log(Nα,i + Nβ,i) · (Nα,i + Nβ,i)
p

+ log(Nβ,i + Nγ,i) · (Nβ,i + Nγ,i)
p − log(Nα,i + Nβ,i + Nγ,i)

· (Nα,i + Nβ,i + Nγ,i)
p − logNβ,i · N

p
β,i]

With the values ofNα,i, Nβ,i, Nγ,i, ηi andp varying, this derivative can be of pos-
itive or negative value. Therefore, the estimated number ofbuffers in a tileD gen-
erally does not vary monotonically with Rent’s exponentp.

Based on the above theorem and observation, we design the algorithm in Figure 4
to estimate the maximum number of buffers required in each tile. According to
Theorem 1, line 1 setsk to be at the upper limit of the range, i.e.,kj+1 so as to find
the maximum buffers in each tile. However, with Observation1, the dependence
between the estimated number of buffers andp is not monotonic, and therefore, line
3 through 9 performs an enumeration ofp with a step size ofδ to find the maximum
number of estimated buffers in a tileD for that range. In our experiments, we find
δ = 0.01 is an appropriate choice of the step size. Finally, this enumeration is
embedded in an outer loop (line 2 through 10) to perform such estimation for all
tiles.

With this estimated buffer capacity for circuits that lie within a range of Rent’s
parameter values, we can predetermine a single buffer distribution to satisfy the
interconnect buffering requirement of all of these circuits, thus creating only one
structured ASIC chip that can meet the requirements of all ofthese circuits. The
finer the granularity of these ranges, the more accurate the buffer distribution will
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Algorithm: Estimate buffer distribution for circuits in a range
Input: Tile array of sizen × n; range of Rent’s exponent[pi, pi+1]; range of Rent’s
coefficient[kj , kj+1].
Output: A buffer capacity estimation that can meet the buffer insertion requirements of
all circuits falling in the above ranges.
begin
1. k = kj+1;
2. for each tileD in the tile array
3. maxnum buffer(D) = 0;
4. for p = pi; p ≤ pi+1; p = p + δ
5. Estimate buffer usage atD, i.e., numbuffer(D), using the method in

section 3.2 with Rent’s exponent and coefficient(p, k);
6. if (max num buffer(D) < num buffer(D))
7. maxnum buffer(D) = num buffer(D);
8. endfor
9. set buffer capacity atD to be maxnum buffer(D);
10. endfor
end

Fig. 4. Estimation of buffer distribution for a range of circuits.

be, but the trade-off is that a larger number of base chips will have to be prefabri-
cated. The size of the structured ASICs is determined at the prefabrication phase
and it may be larger than the circuit to be implemented. However, for the same
(p, k) range, it can be shown that the estimated buffer capacity fora larger prefabri-
cated structured ASIC will be greater than the estimated buffer usage for a smaller
circuit, if we place the smaller circuit at the center of the structured ASIC. Thus if
we estimate and distribute buffers aiming at a larger base structured ASIC, it will
always satisfy the buffering requirement of smaller implemented circuits.

3.3.2 Uniform Buffer Distribution

The buffer distribution estimation obtained above is not a uniform one, i.e., the
number of buffers at different tile locations are different. An important feature of
structured ASICs is the regularity in design, which helps much in improving the
manufacturability and reducing the design complexity. If asingle buffer-to-logic-
cell ratio is chosen, a single tile can be designed and optimized, and then repeated
throughout the layout. In other words, an alternative to theabovenonuniformes-
timated buffer distribution is auniform buffer distribution. We set the number of
buffers each tile in the uniform distribution as theaveragebuffer number over all
the tiles in the nonuniform distribution, which is obtainedfrom the algorithm in Fig-
ure 4. This uniform buffer distribution allocates the same amount of total buffers
as the nonuniform distribution in the prefabrication phase, and more importantly,
it maintains the regularity of the structured ASICs. Since its buffer level is based
on the average buffer number from our estimation, it could still satisfy the require-
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ment of interconnect buffering under our flexible buffer insertion model, and this is
verified in experimental part.

4 Experimental Results

Our experiments are performed on 18 of the largest MCNC benchmarks, ranging
from 1047 to 8383 logic blocks [17]. These circuits have beentechnology-mapped
to 4-LUTs and flip flops using Flowmap [18], and then the 4-LUTsand flip flops
are combined into basic logic blocks with VPACK tools [19]. The benchmarks are
then placed and routed with Versatile Place and Route (VPR) tools [19] under a
0.09µm technology. In placement and routing, the VCC block used is the same
as the VPGA based 4-LUT CLB designed in [2], and the routing architecture is
the switch block architecture also from [2]. The technologyparameters of0.09µm
technology used in physical design are listed in Table 1, andthey are derived from
the scaling of parameters in [2] as well as from [20] and [21].

Parameter Value

VCC intrinsic delay (ps) 90

VCC area (µm2) 52

VCC input capacitance (fF ) 6.0

VCC output resistance (Ω) 916

Unit length wire resistance (Ω/µm) 0.143

Unit length wire capacitance (fF/µm) 0.25

Buffer input capacitance (fF) 13.65

Buffer output resistance (Ω) 231

Buffer intrinsic delay (ps) 28

Table 1
Technology parameters used in placement and routing.

We take each tile to include8 × 8 = 64 VCCs, and compute the tile array size
for each circuit, which is listed in Table 2. For the buffer-related parameters, the
critical lengthL for buffer insertion is estimated using the similar approach from
[13], which results inL ≈ 500µm. We divide the Rent’s exponent and coeffi-
cient spectrum into range setsRp = {[0.3, 0.4], [0.4, 0.5], [0.5, 0.6],[0.6, 0.7]}, and
Rk = {[3.0, 4.0], [4.0, 5.0]}, corresponding to a total of|Rp| × |Rn| = 8 different
types of structured ASICs to be fabricated. For each benchmark circuit, we can de-
rive the Rent’s exponentp and coefficientk in a recursive partitioning process using
hMetis [22] and they are listed in Table 2. Once this is calculated,wethenselectwe
can determine thep and k range that each circuit falls into, and select the cor-
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Circuit p k Tile array Circuit p k Tile array

alu4 0.628 4.38 5× 5 frisc 0.695 4.39 7× 7

apex2 0.640 4.28 5× 5 misex3 0.628 4.38 5× 5

apex4 0.657 4.23 4× 4 pdc 0.674 3.93 8× 8

clma 0.578 4.37 12× 12 s298 0.528 4.28 6× 6

des 0.389 4.34 8× 8 s38417 0.437 4.15 10× 10

diffeq 0.460 4.07 5× 5 s38584.1 0.413 4.18 10× 10

elliptic 0.641 3.87 8× 8 seq 0.616 3.98 5× 5

ex1010 0.573 4.49 8× 8 spla 0.676 3.99 8× 8

ex5p 0.675 4.39 4× 4 tseng 0.496 3.94 4× 4

Table 2
Basic information about circuits: Rent’s exponent, Rent’sCoefficient and tile array size.

responding base structured ASIC for implementation. Assuming the prefabricated
base structured ASIC has similar tile array size as the actual circuit implementation,
we can apply the estimation algorithm in Figure 4 to find theestimatednumber of
buffers in each tile. We use this as the estimatednonuniformbuffer capacity for the
prefabricated structured ASIC characterized by the corresponding ranges inRp and
Rk, and we denote this as nonuniform (NU) distribution. Based on this, we can
further calculate the average number of buffers per tile as the level of the estimated
uniformbuffer capacity, and we denote this as uniform (UNI) buffer distribution.
We also experiment on a buffer distributionas in [11]that the ratio between logic
cells and buffers is 2:1 everywhere in the structured ASIC, and we denote this as
a uniform 2:1 (U21) distribution. In our experimental setup, there are 32 buffers in
each tile for theU21 distribution as 64 VCCs are contained in each tile.Further-
more, we experiment on another uniform buffer distributionwith a fixed 4:1 ratio
between logic cells and buffers across the circuit, which represents a more conser-
vative fixed-number buffering approach than theU21 model. We denote this model
as a uniform 4:1 (U41) distribution, and similar to the calculation above, thereare
16 buffers in each tile. We then compare the accuracy and the timing performance
of the four buffer distribution models.

To verify the choices that have been made, we apply a buffer insertion algorithm
from [10] to actually insert buffers into the above placed and routed circuits, un-
der theNU , UNI, U21 andU41 buffer capacity models. This will produce the
actual number of buffers used in each tile. Comparing this actual buffer number
distribution with that from the estimation models, we can examine the accuracy of
our buffer distribution estimation, and the performance offour buffer distribution
models. The results of experiments are listed in Table 3.

The first column of Table 3 lists the circuit names.The second column shows the
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Circuit EBC Ave. # buffers per tile # buffer overflow per tile Ave. buffer usage rate

NU UNI U21 U41 NU UNI U21 U41 NU UNI U21 U41

alu4 11 9.48 9.52 9.24 9.12 0 0.2 0 0 85% 86% 29% 57%

apex2 13 9.60 9.44 9.20 9.48 0 0 0 0 74% 73% 29% 59%

apex4 10 8.06 8.19 7.75 8.13 0 0.13 0 0 85% 86% 24% 51%

clma 14 10.62 11.15 10.54 10.48 0 0.6 0 0 76% 79% 33% 65%

des 4 3.02 3.33 2.90 2.91 0 0.72 0 0 79% 88% 9% 18%

diffeq 4 3.64 3.60 3.48 3.56 0.08 0.32 0 0 88% 87% 11% 22%

elliptic 10 8.19 8.53 8.30 7.73 0 0.44 0 0 81% 85% 26% 48%

ex1010 11 7.81 8.06 7.58 7.83 0.02 0.08 0 0 69% 71% 24% 49%

ex5p 8 6.25 6.81 6.69 6.19 0 0.13 0 0 83% 90% 21% 39%

frisc 16 11.92 13.71 12.22 13.29 0.02 0.73 0 0 76% 87% 38% 83%

misex3 7 5.40 4.92 5.28 4.40 0 0 0 0 78% 71% 17% 28%

pdc 14 11.38 11.28 11.26 11.22 0 0.09 0 0 83% 82% 35% 70%

s298 8 5.50 5.58 5.50 5.61 0 0 0 0 69% 70% 17% 35%

s38417 7 5.81 5.54 5.26 5.30 0.01 0.27 0 0 82% 83% 16% 33%

s38584.1 7 4.06 4.62 3.99 4.12 0.01 0.05 0 0 62% 69% 13% 26%

seq 9 8.36 8.08 8.20 8.36 0 0.32 0 0 90% 87% 26% 52%

spla 12 7.69 7.83 7.81 8.27 0 0.03 0 0 64% 62% 24% 52%

tseng 3 2.44 2.19 2.31 1.94 0 0 0 0 81% 73% 7% 12%

Table 3
Comparison of buffer resource usage from buffer insertion under four buffer distribution
models: nonuniform (NU ) distribution, uniform (UNI) distribution, uniform 2:1 (U21)
distribution, and uniform 4:1 (U41) distribution. EBC is the estimated buffer capacity
from our estimation algorithm.

average number of buffers per tile which is denoted as estimated buffer capacity
(EBC). The value ofEBC has been rounded to the nearest integer, and it is ex-
actly the uniform buffer capacity used in the uniform (UNI) distribution model.
The uniform buffer capacity for theU21 andU41 models are 32 and 16, respec-
tively, for all structured ASICs, and are not explicitly listed in the table. The next
four columns list the actual buffer usages from buffer insertion under the four dif-
ferent buffer distribution models. As we can see, the average number of buffers
inserted in the cases ofNU andUNI models are close to those computed from our
statistical estimation; in fact, the actual number of buffers required is always a little
smaller than the estimated value. This is due to the fact thatour buffer estimation
method determines the maximum number of buffers required for a set of circuits
falling in a range of Rent’s exponent and coefficient, and therefore, for a specific
circuit with a particular set of Rent’s parameters, this estimation can be larger than
its actual usage. On the other hand, this pessimism also increase the robustness of
the estimated capacity, so that the estimated buffer capacity will satisfy the buffer-
ing requirement of circuits even in the presence of fluctuations in the buffer usages
of practical circuits. For the average buffer usage underU21 model, the average
number of buffers used is much less than the capacity, 32, andthis suggests an in-
efficient use of buffer resources in all of the benchmark circuits.For theU41 model,
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although more conservative than theU21 model, it still shows a high level of buffer
resource waste as the buffer usage for most of the circuits isstill much less than the
capacity, 16. The large buffer resource waste from bothU21 andU41 models sug-
gests that buffer distribution for structured ASICs shouldbe based on the statistical
estimation for a spectrum of circuits, instead of on a simplefixed number.

The columns labeled “# buffer overflow per tile” report the average buffer usage
overflow per tile for each of the four buffer distribution models.U21 model, due to
its extreme pessimism, results in no overflow at all, but at the price of large waste of
resources.Similar observations also applies to theU41 model, although the waste
is less due to its more conservative nature compared withU21 model.For theNU
model, it is observed that most of the circuits are free from buffer overflow, and the
occurrence of instances that do have overflows is very low, less than 0.08 per tile .
TheUNI buffer distribution model results in more overflows than theNU model,
because it is derived from theUNI model, but the uniformity of the distribution
incurs overflow, and it can be considered as a trade-off for the regularity in buffer
distribution. However, it is observed these overflows are oflow values, and even the
worst case has less than 0.73 overflow per tile. These resultsshow that our buffer
estimation method can produce an adequate solution, so thatthe solution can suc-
cessfully satisfy the buffer insertion requirements of practical circuits. Moreover,
even at the trade-off of regularity, our uniform distribution estimation still shows
good estimation of buffer levels. In practice, to further reduce the buffer usage over-
flow under theUNI buffer distribution model, we can introduce a “fudge factor”to
inflate theEBC value used in theUNI model. We set the inflatedEBC value
EBCinf = (1 + ε)EBC, thus increase the uniform buffer number to compensate
for the trade-off resulted from the regularity. In experiments, we find that by choos-
ing ε = 0.2, most of the benchmark circuits will be overflow-free, and only three
of them still have trivial overflow of less than 0.1 per tile.
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Fig. 5. Comparison of average buffer usage rate amongNU , UNI, U41 andU21 buffer
distribution models.

The last four columns in Table 3 list the average buffer usagerate of all circuits un-
der different buffer distribution models.For better visual effects, the corresponding
bar chart is shown in Figure 5.It shows that for most of the circuits, the aver-
age buffer usage rate is between 70%-90% for bothNU andUNI models, which
means that the pessimism of our estimation algorithm is low,and that it actually
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produces reliable and economicala priori buffer distribution solutions. However,
due to the extreme high buffer capacity, theU21 buffer distribution shows a very
poor usage rate, and thus this solution is not economical.TheU41 model distributes
less buffers in structure ASICs compared withU21 model; however, with a fixed
buffer number for all circuits and not adaptive, the buffer usage rate can be as low
as 12% (circuittseng), which can result in a great buffer resource waste.

Circuit Critical path delay (ns) Circuit Critical path delay (ns)

NU UNI U21 U41 NB NU UNI U21 U41 NB

alu4 2.02 1.91 2.00 1.93 3.90 frisc 4.19 4.59 4.27 4.11 6.68

apex2 1.80 1.90 1.83 1.90 3.51 misex3 1.45 1.68 1.47 1.70 3.35

apex4 2.04 1.95 2.05 1.99 4.07 pdc 2.46 2.55 2.48 2.44 6.16

clma 3.35 3.33 3.30 3.59 6.27 s298 4.15 4.43 4.16 3.98 7.27

des 1.54 1.61 1.51 1.46 3.22 s38417 3.03 3.71 3.06 2.89 6.42

diffeq 2.12 2.43 2.11 2.12 5.72 s38584.1 2.70 2.99 2.58 2.43 12.59

elliptic 3.55 3.95 3.62 3.75 5.57 seq 1.87 1.97 1.76 1.93 4.74

ex1010 2.31 2.50 2.29 2.40 6.02 spla 2.03 2.30 2.05 2.32 5.35

ex5p 2.02 1.88 1.84 1.75 4.40 tseng 2.08 2.08 2.09 2.09 2.69

Table 4
Comparison of timing performance results from buffer insertion under four buffer distri-
bution models: nonuniform (NU ) distribution, uniform (UNI) distribution, uniform 2:1
(U21) distribution, and uniform 4:1 (U41) distribution; together with the timing results
from the case that no buffer (NB) is inserted.

To examine the timing performance of structured ASICs underbuffer insertion,
we perform timing simulation to obtain the critical path delay after buffers are
inserted by the distance-based insertion algorithm from [10]. Table 4 shows the
critical path delays for benchmark circuits under four buffer distribution models.
For the overflowed buffers, we remove them from buffer insertion solution, and then
calculate the critical path delay. For comparison purpose,we also list the critical
path delays for the case that no buffers are inserted, and we denote this case as
NB. Moreover, the critical path delays are also presented as bar chart in Figure 6.
From Table 4 and Figure 6,we can find there are not much difference in the timing
performance of the four buffer capacity models. Although there are some buffer
overflow for theUNI model, rip-up of those buffers does not affect the timing
performance much. This is because (a) the number of overflowed buffers is small,
(b) they may not lie on the critical path. These facts legitimize the use of theuniform
buffer capacity model based on our estimation in structuredASICs; we can thus
acquire an adequate and economic buffer solution with greatregularity to improve
the manufacturability and reduce cost, while not affectingthe timing performance
significantly.Furthermore, it can be seen that the critical path delay in the case
with no buffers (NB) inserted is significantly longer than all four buffer insertion
cases. Averagely, the critical path delay is about 120% morewithout buffering, and
there can be as high as 373% more delay for the worst case (circuit s38584.1). This
performance degradation shows the necessity and importance of buffer insertion for
structured ASICs, and therefore our buffer planning methodis crucial to improve
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the performance of this new design style.

alu4 apex2 apex4 clma des diffeq elliptic ex1010 ex5p frisc misex3 pdc s298 s38417s38584.1seq spla tseng
0

2

4

6

8

10

12
C

ri
ti

ca
l p

at
h 

de
la

y 
(n

s)

Circuit

NU
UNI
U41
U21
NB

Fig. 6. Comparison of critical path delay amongNU , UNI, U41, U21 andNB buffer
distribution models.
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Fig. 7. Accuracy of the statistical buffer distribution estimation for a representative circuit
pdc. (a) Estimated buffer capacity distributions for the nonuniform and uniform distribu-
tions. (b) Actual buffer usage distribution under the uniform buffer capacity. (c) Relative
error of the buffer capacity estimation compared with actual buffer usage under the uniform
buffer capacity.

Figure 7 further shows the two dimensional buffer distribution for a specific rep-
resentative circuit,pdc. The three graphs show, respectively, the estimated buffer
capacity distributions for nonuniform and uniform models,the actual buffer usage
distribution for uniform model and the relative errors. We can see from Figures 7(a)
that the distribution curve for the nonuniform distribution is of a “bell curve” form,
but with a flat region in the center and a sharp dropoff near theboundary. Thus it
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does not deviate much from an average uniform distribution as shown in the figure.
This property makes it reasonable to use a uniform buffer distribution based on the
average of the nonuniform distribution, but still get good buffer usage and small
buffer overflow. Figure 7(b) shows that the distribution of the actual buffer usage
under the uniform buffer distribution model. For this and all other benchmarks, the
general trend is that the usage of buffers fits the uniform buffer capacity well in
most part of circuits, but less buffers are used at the periphery. This is due to the
fact there is generally less interconnect wires at periphery. In practice, we may pre-
allocate some buffer areas on periphery to be decoupling capacitors to save some
resources.

The relative error curve in Figure 7(c) shows that the estimated buffer capacity
is generally a little higher than the actual buffer number, because our estimation is
aimed at the maximum buffer capacity for a range of circuits,and naturally builds in
some pessimism. Also this error is seen to a greater degree near the periphery, due
to the smaller number of interconnect wires around there. However, for the most
part, this error is less than 20%, which shows that oura priori buffer distribution
estimation provides an economic solution.

5 Conclusion

In this paper, we have presented a practical distributed length-based buffer inser-
tion model for structured ASIC design. Based on this model, we have proposed
an early statistical buffer distribution estimation usingRent’s rule and a simplified
L/Z-shaped routing model, and also proposed a uniform buffer distribution model
of great regularity. Experimental results show that the buffer distribution estimation
and models, although not based on physical design details, can accurately and eco-
nomically plan buffer resources on structured ASIC chip, and it is shown the buffer
capacity prediction matches actual buffer usage well.
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