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Abstract

Structured ASICs present an attractive alternative toaiedudesign costs and turnaround
times in nanometer designs. As with conventional ASICdhslasigns require global wires
to be buffered. However, via-programmable designs musalprieate and preplace buffers
in the layout. This paper proposes a novel and accuratstgtatiestimation technique for
distributing prefabricated buffers through a layout. Itgoys Rent's rule to estimate the
buffer distribution required for the layout, so that an aygrate structured ASIC may be
selected for the design. Experimental results show thabulffer distribution estimation is
accurate and economic, and that a uniform buffer distiioutian maintain a high degree
of regularity in design and shows a good timing performanoe)parable with nonuniform
buffer distribution.
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1 Introduction

In the nanometer regime, cell-based ASIC designs are isicrglgt hard-pressed to
produce affordable design solutions, due to the challeag®sciated with skyrock-
eting mask costs and manufacturability issues for compéssigths [1]. As an al-
ternative, field programmable gate arrays (FPGAs) may be sisee they provide
a regular prefabricated structure that can avoid many ofrtheufacturing prob-
lems associated with ASICs. However, for many designs, énffopnance gaps, in
terms of speed, power, and area, between FPGAs and cell-B&3€ designs are
too large for an FPGA to be a realistic alternative. In thisteat, structured ASIC
design has emerged as a promising new design style to filldpe g

Structured ASICs are composed of regular arrays of prefated standard building
blocks, with fixed mask structures. Design with structuresl@s involves many
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fewer masks than for cell-based ASICs. One paradigm thasesl involvesvia-
configurability, where the building blocks and interconnect skeletons egtab-
ricated and are then connected with appropriate via commmscby programming
only a small number of masks [2—6]. A standard building bleckomposed of
combinational logic and memory elements (such as flip-flaps)has enough flex-
ibility that it can be programmed to various functions thghwia configurations.
The wires that electrically connect the building blocksas® prefabricated regular
fabrics, and the routing of nets can be configured with a vimi®n. This strategy
provides a low NRE (non-recurring engineering) cost, artdwth relatively high-
performance solutions. Additionally, since structured®@$use well-characterized
logic blocks and regular, fixed interconnect structuresy thire well suited to com-
bat problems associated with manufacturability, yieldsepor crosstalk.

However, many of the other problems of nanometer designrassto plague struc-
tured ASICs. Most importantly, as in cell-based ASICs, thenahant role of inter-
connect in determining system performance remains a majdidy and a key issue
in overcoming this is through the use of buffer insertiomalglobal wires. Buffer
insertion can not only improve timing performance, but ciso affectively reduce
functional noise by recovering noise margins [7]. The nundéduffers necessary
to achieve timing closure and meet noise requirements raoedi to rise with de-
creasing feature sizes, and it is projected that at the 32ohmblogy node, a very
large proportion of cells will be buffers [8]. Although imt®nnects are generally
buffered in the later phases of physical design, bufferusss must be planned
earlier in the design process, so that enough resourcesaitatde for the later
insertion phase. Several buffer resource planning siedegr cell-based ASIC
design have been proposed in [9, 10].

This problem is more acute for via-programmable structuk&dCs, where, in

addition to the basic standard building blocks, buffers tningsprefabricated and
distributed in the layout. Although it is possible to recguofie the basic building
blocks to work as buffers, this is not an economical appraatcte (a) the number
of buffers can be very large, (b) the sizes of the buffersygeally larger than the
sizes of regular gates, (c) configuring a large and geneaxatlard building blocks
as buffers is an inefficient use of resources, and (d) theszkéldo not have the
driving ability of dedicated buffers. Therefore, it is es8al to distribute dedicated
buffers in structured ASICs, and to plan for them well, ptioithe fabrication of

the chip.

The buffer insertion problem for structured ASIC design has been fully ad-
dressed in publications so far. The only work we know of tloatsiders this issue
is [11], where itis assumed that a uniform distribution ofidated buffers is placed
throughout the layout, and there is a ratio of 2:1 betweenbmuraf logic cells and
buffers everywhere in the circuit. However, this does nobgmize that the demand
for buffers depends on the interconnect complexity of ¢iscand assuming a sin-
gle 2:1 ratio for all kind of circuits may result in a large wasf buffer resources.



Clearly, the choice of this ratio should depend on the togypknd structure of the
circuit that is being mapped to the chip and the number ofdotenects. On the
other hand, given that this ratio must be predetermined imugtsired ASIC, it is
clearly not possible or realistic to tune each chip indialtiyto a design, and a
“good” set of buffer-to-logic-cell ratios must be chosen.

This paper uses Rent’s rule to develop a family of “good’astiand proposes a
distributed buffer insertion methodology for the use ofidated buffers in struc-
tured ASIC design. For each range(pf k) values, where is the Rent's exponent
andk the Rent’s coefficient, our algorithm (described in sec8ad) finds a statis-
tical estimate of the buffer distribution for circuits faldy in that range. Thus for
each range, we can prefabricate an off-the-shelf strugtd& C chip with buffers
preplaced according to the estimated buffer distributicthat (p, k) range.

In the implementation phase, a designer may choose the @mpeprefabricated
chip for implementing custom design according to value§ok) for the design.

Experimental results show that the buffer resource esiimas$ accurate and ad-
equate for interconnect buffering purpose of circuits inheeange, and with an
average uniform buffer distribution based on the estinmatige can maintain a
good timing performance as well as a highly regular streduSIC.

The organization of the paper is as follows. In section 2, wscdbe the buffer
insertion methodology. section 3 provides a statisticiBualistribution estimation
based on Rent’s rule, and a classification method of cirtait®ed on their Rent’s
exponent and coefficient. In section 4, we present the exygatial results, which
is followed by conclusion in section 5.

2 Buffer Insertion Scheme for Structured ASIC Design

Various buffer insertion models have been proposed forldled ASIC designs,
prominent among which are the buffer block approach [9], molw blocks of
buffers are placethetweernthe building blocks of the circuit, and the distributed
buffer approach [10], in which buffers are interspersgithin the building blocks,
with their exact location being undetermined until latethe design process. The
distributed buffer insertion model has several advantaxyes the buffer block
model: it spreads the routing wires around and avoids ex@essuting conges-
tion, while satisfying the requirement of buffer insertion

For structured ASIC design, in the same spirit of interspgrbuffers with logic
units across the circuit, we adopt a buffer insertion madelhich the prefabricated
buffers are scattered through the structured ASIC, and idtaldition of buffers
should be adequate enough for buffering global wires. We @déer to this as a
distributed buffer insertion model to capture the disti#alinature of this scheme,
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Fig. 1. (a) A schematic showing a chip that is tessellatedal tifgs, with buffers dispersed
within the tiles. For simplicity, the VCCs are not shown hé€b) The corresponding tessel-
lation with the buffer capacity listed for each tile.

although unlike [10], the buffers are actually prefabmchin structured ASICs.
We define the structured ASIC to be a two dimensional arraypos®ed of via-
configurable standard building blocks, denotedv@sconfigurable cell{VCC),
which are connected by via-configurable interconnect wifesfacilitate the dis-
tributed buffering model, we divide the circuit into an ariaf tiles, and each tile
is a square area containimg x m VCCs as well as a predetermined number of
dedicated buffers for interconnect buffering usage. Fadleapbsitioned at(i, j),
we refer to this number as thmiffer capacity denoted a3, ;. If B, ; is uniform
for all (7, j), we refer to this as aniformbuffer distribution; otherwise the buffer
distribution is said to beonuniform A routing solution may use some or all of
these buffers: the actual number of utilized buffers inf(ile) is referred to as the
buffer usagedenoted a$; ;. If b, ; > B, ;, the routing solution is invalid, and we
refer to this situation abuffer overflow Figure 1(a) shows & x 6 tile graph for

a structured ASIC design, with buffers distributed withieg. The corresponding
buffer capacity of each tile in the circuit with a nonunifobraffer distribution is
shown in Figure 1(b).

In this paradigm, buffers are prefabricated into the laymuitare connected to the
global lines that require buffering only in the later phaséphysical design. To
enable this, we utilize a via-defined buffer insertion (VDBtheme, which allows
a buffer in a tile to be inserted along any interconnect wiagdrsing the tile, by
means of a via configuration. Figure 2(a) shows a represemtadffer in a tile:
its input and output are connected to horizontal and veénio@s that go across
the tile. Figure 2(b) shows that any wire that crosses tleecth choose to be via-
configurably connected to either this buffer through “itiser vias,” or through
“jlumping vias” to a metal strip that can skip the buffer eeityr

Our model uses a simple yet effective distance-basedioritésr buffer insertion.

As noted in [9], the delay of a wire is relatively insensitteehe precise location of
a buffer, and a buffer can be inserted within a feasible registead of at a specific
location without greatly affecting the timing performandéis is supported by



-jumping vias

Fig. 2. (a) The input and output of a buffer are each connettidd/o wires that stretch
across the tile, one in the horizontal direction and one énviertical direction. (b) Buffer
insertion on a wire crossing the tile is carried out by mednsaodefinition. An “insertion
via” connects a buffer, while a “jumping via” is an electfichort circuit.

[12, 13], where the authors observed that there is a maximgtarcte between
two consecutive buffers so that the timing performance datsslew rate can
be ensured. Our distance-based model is similar to that imsgd, 12, 13]: the
maximum length of interconnect can be driven by a gate (buiel, and this is
referred to as theritical length For a two-pin net, this implies that the separation
distance between two buffers is at mastnd for a multi-pin net, this distance may
be shorter between some pair(s) of buffers. This simplesbufisertion constraint
is effective and flexible enough and can also work with vagimuting algorithms.

3 Statistical Buffer Distribution Estimation

Structured ASICs provide a reliable and economic platfasrmiplement various
designs, but the trade-off is the reduction in flexibilithhel'basic VCCs, buffers
and interconnects must be prefabricated, and this neatsssitarly and accurate
estimation of physical design properties without knowing tletails of circuit. To
ensure that adequate numbers of buffers are available fingothe circuit, we
must determine the buffer distribution, i.e., the buffepaeity of each tile, prior
to fabrication. This estimate of the buffer distributiorosid have the following
properties:

(1) Itisdesirable for this estimate to be accurate, andlglguarantee that enough
buffers will be allocated so that it can meet the timing-oyat buffer usage in
the final layout. On the other hand, the estimate can not bpeesimistic: if
too many buffers are prefabricated, it will result in wassdaton area.

(2) The estimation should be based on basic circuit praggentistead of any spe-
cific circuit implementation details, so that a set of preiiedited chips can be
developed on the basis of these properties. Since thesg willbe used to



implement a variety of designs, and may work with varioussatgl design
tools, the solution should not be specific to any particubats, and should
only be based on basic circuit properties.

With the above considerations, our buffer distributionmaation is based on Rent’s
rule. We use this to determine a statistical estimate ofriter¢onnect wire distri-
bution, and the buffer distribution. In the remainder oftbéction, we will describe
the background and details of our estimation technique.

3.1 Rent's Rule

Rent’s rule is an empirical relationship that correlates tiamber of signal input
and output (1/0) terminalg, to the number of gatesy, in a random logic network
[14]. It is given by a simple power law expression,

T = kNP 1)

wherek andp are called th&ent’s coefficiersind theRent’s exponentespectively.
These parameters reflect the complexity of a circuit, andlamlerived in the
process of partitioning the circuit netlist. Our work asssnthat these parameters
have been computed for the circuit to be mapped to the sted#uSIC.

When N exceeds some critical siZ€.,;;, the relationship betwee€h and NV devi-
ates from the exponential curve and enters region Il of Reate [14];7 will keep
constant or drop whiléV increases.

3.2 Estimating the Statistics of Buffer Distribution

The number of buffers required in a tile is highly correlatedhe total length of
external interconnect wires crossing this tile. If a largamber of wires traverse
a given tile, it is likely that a larger number of buffers wihlave to be inserted in
the tile. From the Rent’'s exponeptand Rent's coefficient for a circuit, we can
apply Rent’s rule to statistically estimate the length @éroonnect wires crossing
a specific tileD, and further, to estimate the number of buffers requiretiéntile.

A schematic of a circuit layout is shown in Figure 3(a). Thgolat is a square
consisting ofx x n tiles! . Each tile is a square consistingrafx m VCCs, and the
geometrical size of a tile isx ¢ units. While considering the estimation for a tile
we divide the circuit, for convenience, into 9 blocks, laakll through/, as shown
in the figure, with blockD in the center. Blockd consists of all tiles northwest of

1 For a general circuit of rectangular form, the analysis iy sémilar to the square case.
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Fig. 3. (a) We divide the circuit into 9 blocks! through, and for estimation purpose,
we merge two blockd? and D into a larger blockH D. (b) Estimation of the length of
interconnect wires passing tile D.

D; block B is composed of all tiles to the east Bf block C' comprises the set of
tiles to the southwest db, and so on. We will us€i, j) to refer to the coordinates
of tile D inthen x n tiling.

For estimation purposes, it is reasonable to assume thabthmg will remain
within the bounding box set by the pins of a net. Under thisiaggion, the inter-
connect wires that cross blodk consist of the contributions of the wires connect-
ing block pairs in seb defined as

S={(AF),(A,G), (A1), (B, E), (B, F),(B,G),(B, H), (B, I), (C, E),
(C,F),(B,H),(B,1),(C, E),(C,F),(C, H),(E, I),(F, /), (F, I),
(G, H), (H, 1)}

The total wire length passing through tilg, 1/, is given by

Wp = Z W:p,y; (2)

all block pairs (xz,y)eS

whereWV, , is the total wirelength of all interconnects crossing fileconnecting
VCCs in blocksz andy, where(z,y) € S. Since the tile dimensionis generally
much smallef than the critical lengtii, the interconnects originating from tile
will not be likely to consume buffer resources/at and we only consider the con-
tribution from those wirepassingD. Knowing Wp, if the maximum interconnect
length driven by any buffer is length units from the insertion model described

2 Itis easy to extend this analysis to the case whesdarger than’.



in section 2, then anit lengthinterconnect segment in a wire crossing tilewill
have a probability ot /L of requiring a buffer to be inserted in tile. This implies
that an external wire passing a tile of dimensidrorizontally will probabilistically
insertt/ L buffers from this tile. We can use this idea to estimate tHféeebeapac-
ity, Bp, required for tileD as the probabilistic usage of buffers in the tile. In other
words,

By = -2 3)

TheW, , components ofV;, can be estimated by using Rent’s rule. As an example,
we now illustrate how the value ¥4 ; may be estimated; othé&¥, , components
may be estimated in a similar way.

As in [15], we merge two neighboring blockg and D into a larger blockH D
as shown in Figure 3(a), and apply the I/O terminal consemwatiles to the three
blocks A, HD and I, which are shown as shaded regions in Figure Fajilar
to [15], we have the number of I/Os connecting bloeckand/, denoted ag’, ;. 1,
to be

Tator =Taup +Tupr — Tup — Taupr (4)

in which theTyer, block € {AHD,HDI, HD, AH DI} is the number of 1/0s of
the combinational blocks, and they can be estimated usintjfRele as

Tapp =k(Na+ Ny + Np)? (5)
THD[:]C(NH+ND+N[)p

Typ=k(Nyg + Np)P
TAHD[:]C(NA+NH+ND+N[)p

The parameterd/,, Ny, Np andN; are the number of VCCs in block$, H, D
and /, and they are simple expressions in the variables n» and m. However,

in applying this formula, we may find that the estimate movds region Il of
Rent’s rule as described in section 3.1. We use a simplifipdoggh to handle this
deviation: when the number of VCCs in the combinational blioom equation (5)
exceedsV,,;;, we substitute this number witN_.,;; into equation (5). Experimental
curves show thav,..;; is between 150 to 200 for various circuits, and we simplify it
by taking V..;; = 175 for all experimental circuits. Experimental results albos
that small variation in the choice d&f,,;; does not affect estimation results much.

To calculate the number of interconnects between blotkend 7, we define a
variablea that is the fraction of terminals that are sinks. Thus we dataio the
number of point-to-point interconnects between bldcand block/, 74, ; as:



Tator =T a40r1 (6)

anda can be expressesiin terms ofthe average fanout of the system [15], as

fanout
= Fanout 11 ")
Using equation (6) to obtain the number of interconnecta/éeh blocksd and/,
we can further combine it with a simplified L-Z shaped routingdel to estimate
the wire length crossing til& due to interconnects betweehand, W, ;. Fig-
ure 3(b) shows a set of possible L-shaped and Z-shaped domsebetween the
blocks A and . Probabilistically, we can assume that the average pasitidhe
terminals of the interconnects are at the center of blotksid/. Thus the routing
of interconnects will follow the bounding-box path, andgah the dotted box in
Figure 3 (b). We denote the distance between the centedsasfd H by L,; the
distance between the centersoéndC by L,; and the distance between the center
of A and the northern edge &f asL;. The parameters,, L, andL3 are pictorially
illustrated in Figure 3, and these can be expressed in tefrig,on andt.

In practice, it is observed that a router will route the bulkhe nets with simple
L-shaped and Z-shaped patterns [16]. Hence, we can assaitbetrouting of an
interconnect will utilize one of these two patterns, andpghabability of using an
L-shaped and Z-shaped route &eand P, = 1 — Py, respectively. As in [16], we
assumeP;, = 0.7 in the estimation. Under this routing model, we can estirnttate
wirelength crossing tilé due to L-shaped routes as:

1
Wran = 3 t-Tator-Pr (8)
The factor 1 /2" in the above equation is due to the fact that there are tweiples
L-shaped routes, and only the upper-L route will passithde.

Similarly, there are two kinds of Z-shaped routes, type thvitvo horizontal seg-
ments, and type Il: with two vertical segments. If every &s&d route has an
equal probability of being taken, the type | Z-shaped routdishave a probability
of L, /(Ly+ L) of being taken, while the type Il Z-shaped routes have a fhitiha
of Ly/(L; + L2). Both types of routes can pass tile and we can probabilistically
estimate the wirelength of Z-shaped routes crossingtikes:

L t/2 Ly (Ly+1)
W — L2y :
24D <L1 T L, I L+ L, L,

' t) Tator-(1=Pp) (9)

Finally, we can compute the total interconnect wire lengaifA to I that traverses
D as



War=Wran+Wszarn (10)

The wirelength contribution from other block pairs in setan be computed in a
similar way aslV, ;, and their values can be substituted into equation (2) and (3
to yield the estimated buffer capaciBy, for tile D at position(i, 7).

3.3 Application to Structured ASICs

3.3.1 Using(p, k) Range to Prefabricate Structured ASIC Templates

Structured ASICs consist of predetermined regular archites, and the buffer
resource planning must be addressed at the prefabricatasepHowever, due to
the unavailability of specific circuit information at thib@se, we must preallocate
buffers so that it can satisfy the buffer insertion requieais of a range of circuits.
As stated earlier, our approach determines the bufferiloliston that is necessary
for a circuit, based on its basic characteristics, namké/Rent’'s exponent and
Rent’s coefficient. The practical way of employing structured ASICs in desgn i
that they are prefabricated with other hard Intellectualperty (IP) blocks, which
are embedded processors, I/O controllers, etc. The staetASIC part can be used
to implement users’ specific logic, and we can assume theg th@nly one Rent’s
exponenp and one Rent’s coefficietassociated with this logic.

We now describe how the buffer distribution determined ictisa 3.2 is used to
design off-the-shelf structured ASIC parts that can be tsea specific circuit. We
can divide the spectrum of Rent’s exponent valpeand Rent’s coefficient values,
k, into a set of ranges?, = {[p1, p2, [P2, Ps)s [P3, D4l .-}, R = {[k1, k2], [k2, ks3],
ks, k4], ...}. For the circuits of tile array size x n in a specific range pajp;, p;+1]
and [k;, k;41], we can predetermine the maximum number of buffers required
each tile for these circuits with the algorithm shown in Fegd. Using this estima-
tion technique, a set of structured ASIC chips can be prefated. When a given
circuit is to be mapped onto this fabric, its Rent’s paramsetge first computed.
Based on their values, the appropriate prefabricatedtstedt ASIC chip is cho-
sen, and the circuit is mapped onto that chip. If the Rent'aupater is exactly at
the boundary between two ranges, we choose the structurktigresenting the
lower range to avoid waste of buffer resource.

To find a buffer distribution fitting the requirements of alfauits in the range
|k, kj11] and[p;, pi+1], we must find the maximum estimated buffers in each tile.
The estimation procedure in Figure 4 is based on the follgwheorem and obser-
vation:

Theorem 1. The estimated number of buffers in a tileis a monotonically in-
creasing function of the Rent’s coefficieht,

10



Proof. According to the statistical estimation in Section 3.2,ésémated number
of buffers Bp in a tile D has a general expression as follows:

Bp = > Ni + k[(Nayi + Npi)? + (Ngi + Ny )P

all block pairs i€ Sp

—(Nai + Ngi + Nyi)? = N (11)

where Sp is the set of block pairs, interconnects between which cas pke D;
n; is a constant determined for block pajrN, ;, Ng; and NV, ; are the number
of VCCs in three consecutive neighboring bloeks 3; and~;. From this expres-
sion, we can conclude that the estimated number of buffeastile D is linearly
dependent o, hence it is a monotonically increasing functionkof O

Observation 1. The estimated number of buffers in a tilein general does not
vary monotonically with Rent’s exponent

This observation can be illustrated as follows. From eguma{ill) above, The
derivative of the estimated number buffeBs, in tile D, with respect to Rent’s
exponentp, can be found as:

dBp/dp= > ni * kllog(Nayi + Npi) - (Nai + Npi)?
all block pairs i€ Sp
+ lOg(N@i + N%Z') . (Ng,i + N%i)p — lOg(Naﬂ' + Ng,i + N%i)
+ (Nayi + Ngi+ Ny 3)P —logNg,; - N |

With the values ofV,, ;, N, N, ;, n; andp varying, this derivative can be of pos-
itive or negative value. Therefore, the estimated numbéutfers in a tileD gen-
erally does not vary monotonically with Rent’s expongnt

Based on the above theorem and observation, we design thrétlahy in Figure 4
to estimate the maximum number of buffers required in edeh According to
Theorem 1, line 1 setsto be at the upper limit of the range, i.&;,., so as to find
the maximum buffers in each tile. However, with Observatlgrihe dependence
between the estimated number of buffers amgnot monotonic, and therefore, line
3 through 9 performs an enumeratiorpofith a step size of to find the maximum
number of estimated buffers in a tile for that range. In our experiments, we find
o = 0.01 is an appropriate choice of the step size. Finally, this esration is
embedded in an outer loop (line 2 through 10) to perform swtimation for all
tiles.

With this estimated buffer capacity for circuits that lietwvn a range of Rent’s
parameter values, we can predetermine a single buffeitistn to satisfy the
interconnect buffering requirement of all of these cirsuthus creating only one
structured ASIC chip that can meet the requirements of ahe$e circuits. The
finer the granularity of these ranges, the more accurateutfferlistribution will

11



Algorithm: Est i mat e_buf fer di stributionfor_circuits.in.a.range
Input: Tile array of sizen x n; range of Rent's exponerip;, p;+1]; range of Rent's
COEﬁiCient[k’j, ]{Tj+1].

Output: A buffer capacity estimation that can meet the uffeertion requirements of
all circuits falling in the above ranges.

begin

1. k= kj—i—l;

2. for each tileD in the tile array

3. maxnum.buffer(D) = 0;

4. forp=pi;p<pit1;p=p+9¢

5. Estimate buffer usage &t, i.e., numbuffer(D), using the method in

section 3.2 with Rent’s exponent and coefficigntk);
6 if (maxnum_ buffer(D) < numbuffer(D))
7. maxnum.buffer(D) = num.buffer(D);
8. endfor
9 set buffer capacity a to be maxnum.buffer(D);
10. endfor
end

Fig. 4. Estimation of buffer distribution for a range of aiits.

be, but the trade-off is that a larger number of base chipgshwaile to be prefabri-
cated. The size of the structured ASICs is determined at iibialprication phase
and it may be larger than the circuit to be implemented. Harelor the same
(p, k) range, it can be shown that the estimated buffer capacity famger prefabri-
cated structured ASIC will be greater than the estimatetébusage for a smaller
circuit, if we place the smaller circuit at the center of threistured ASIC. Thus if
we estimate and distribute buffers aiming at a larger basetsted ASIC, it will
always satisfy the buffering requirement of smaller impdened circuits.

3.3.2 Uniform Buffer Distribution

The buffer distribution estimation obtained above is noté&arm one, i.e., the
number of buffers at different tile locations are differefih important feature of
structured ASICs is the regularity in design, which helpscmin improving the
manufacturability and reducing the design complexity. firrgle buffer-to-logic-
cell ratio is chosen, a single tile can be designed and optichiand then repeated
throughout the layout. In other words, an alternative toghevenonuniformes-
timated buffer distribution is aniform buffer distribution. We set the number of
buffers each tile in the uniform distribution as taeeragebuffer number over all
the tiles in the nonuniform distribution, which is obtairfeaim the algorithm in Fig-
ure 4. This uniform buffer distribution allocates the sameant of total buffers
as the nonuniform distribution in the prefabrication phasel more importantly,
it maintains the regularity of the structured ASICs. Sinsebuffer level is based
on the average buffer number from our estimation, it coultissttisfy the require-

12



ment of interconnect buffering under our flexible bufferartgon model, and this is
verified in experimental part.

4 Experimental Results

Our experiments are performed on 18 of the largest MCNC beadks, ranging
from 1047 to 8383 logic blocks [17]. These circuits have beehnology-mapped
to 4-LUTs and flip flops using Flowmap [18], and then the 4-LArsl flip flops
are combined into basic logic blocks with VPACK tools [19hélbenchmarks are
then placed and routed with Versatile Place and Route (VB&}¥ {19] under a
0.09um technology. In placement and routing, the VCC block usedésgame
as the VPGA based 4-LUT CLB designed in [2], and the routirdnigecture is
the switch block architecture also from [2]. The technolpgyameters of.09um
technology used in physical design are listed in Table 1 theygare derived from
the scaling of parameters in [2] as well as from [20] and [21].

Parameter Value
VCC intrinsic delay (ps) 90
VCC area [im?) 52
VCC input capacitancef(F") 6.0
VCC output resistance)) 916

Unit length wire resistanceY/um) | 0.143

Unit length wire capacitance (fem) | 0.25

Buffer input capacitance (fF) 13.65

Buffer output resistance)) 231

Buffer intrinsic delay (ps) 28

Table 1
Technology parameters used in placement and routing.

We take each tile to includé x 8 = 64 VCCs, and compute the tile array size
for each circuit, which is listed in Table 2. For the buffetated parameters, the
critical length L for buffer insertion is estimated using the similar apptorom
[13], which results in. ~ 500um. We divide the Rent’s exponent and coeffi-
cient spectrum into range sels = {[0.3,0.4], [0.4, 0.5], [0.5, 0.6],[0.6,0.7]}, and

Ry, = {[3.0,4.0], [4.0,5.0]}, corresponding to a total ¢R2,| x |R,| = 8 different
types of structured ASICs to be fabricated. For each bendhonzuit, we can de-
rive the Rent’s exponemptand coefficient in a recursive partitioning process using
hMetis [22] and they are listed in Table 2. Once this is caltad wethenselectve
can determine the and k range that each circuit falls into, and select the cor-
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Circuit P k | Tile array| Circuit D k | Tile array
alu4 | 0.628|4.38| 5x5 frisc 0.695(4.39| 7x7
apex2 | 0.640| 4.28| 5x5 misex3 | 0.628| 4.38| 5x5
apex4 | 0.657| 4.23| 4x4 pdc 0.674| 393| 8x38
clma | 0.578| 4.37| 12x 12 s298 | 0.528|4.28| 6x6

des |0.389|4.34| 8x8 s38417 | 0.437| 4.15| 10x 10

diffeq | 0.460| 4.07| 5x5 s38584.1| 0.413| 4.18| 10x 10

elliptic | 0.641| 3.87| 8x 8 seq 0.616| 3.98| 5x5

ex1010| 0.573| 449 8x 8 spla 0.676| 3.99| 8x 38
ex5p | 0.675| 4.39| 4x4 tseng | 0.496| 3.94| 4x4

Table 2
Basic information about circuits: Rent's exponent, Re@ifficient and tile array size.

responding base structured ASIC for implementat@ssuming the prefabricated
base structured ASIC has similar tile array size as the baingait implementation,
we can apply the estimation algorithm in Figure 4 to find ésématechumber of
buffers in each tile. We use this as the estimateduniformbuffer capacity for the
prefabricated structured ASIC characterized by the cpoeding ranges i, and
Ry, and we denote this as nonunifortV{/) distribution. Based on this, we can
further calculate the average number of buffers per tildhadavel of the estimated
uniform buffer capacity, and we denote this as unifolii’\(/) buffer distribution.
We also experiment on a buffer distributies in [11]that the ratio between logic
cells and buffers is 2:1 everywhere in the structured ASIC] we denote this as
a uniform 2:1 (J21) distribution. In our experimental setup, there are 32drsfin
each tile for the/21 distribution as 64 VCCs are contained in each filarther-
more, we experiment on another uniform buffer distributidth a fixed 4:1 ratio
between logic cells and buffers across the circuit, whigresents a more conser-
vative fixed-number buffering approach than tfi&zl model. We denote this model
as a uniform 4:1{(41) distribution, and similar to the calculation above, thare
16 buffers in each tile. We then compare the accuracy andrttieg performance
of the four buffer distribution models.

To verify the choices that have been made, we apply a buféariion algorithm
from [10] to actually insert buffers into the above placed anuted circuits, un-
der theNU, UNI, U21 andU41 buffer capacity models. This will produce the
actual number of buffers used in each tile. Comparing this actuffebumumber
distribution with that from the estimation models, we caamine the accuracy of
our buffer distribution estimation, and the performancdonir buffer distribution
models. The results of experiments are listed in Table 3.

The first column of Table 3 lists the circuit namé$e second column shows the
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Circuit EBC Ave. # buffers per tile # buffer overflow per tile Ave. buffer usage rate
NU | UNI [ w2 [ var [ Nu [ ot v v [ o [ unt [ o2 | o |
alu4 11 948 | 952 | 9.24 | 9.12 0 0.2 0 0 85% | 86% | 29% | 57%
apex2 13 9.60 9.44 9.20 9.48 0 0 0 0 74% | 73% | 29% | 59%
apex4 10 8.06 8.19 7.75 8.13 0 0.13 0 0 85% | 86% | 24% | 51%
clma 14 10.62 | 11.15| 10.54 | 10.48 0 0.6 0 0 76% | 79% | 33% | 65%
des 4 3.02 | 333 | 290 | 291 0 0.72 0 0 79% | 88% | 9% | 18%
diffeq 4 364 | 360 | 3.48 | 356 | 0.08 | 0.32 0 0 88% | 87% | 11% | 22%
elliptic 10 8.19 8.53 8.30 7.73 0 0.44 0 0 81% | 85% | 26% | 48%
ex1010 11 7.81 8.06 7.58 7.83 | 0.02 | 0.08 0 0 69% | 71% | 24% | 49%
ex5p 8 6.25 6.81 6.69 6.19 0 0.13 0 0 83% | 90% | 21% | 39%
frisc 16 11.92 | 13.71 | 12.22 | 13.29 | 0.02 | 0.73 0 0 76% | 87% | 38% | 83%
misex3 7 540 | 492 | 528 | 4.40 0 0 0 0 78% | 71% | 17% | 28%
pdc 14 11.38 | 11.28 | 11.26 | 11.22| 0 0.09 0 0 83% | 82% | 35% | 70%
s298 8 5.50 5.58 5.50 5.61 0 0 0 0 69% | 70% | 17% | 35%
s38417 7 5.81 5.54 5.26 530 | 0.01| 0.27 0 0 82% | 83% | 16% | 33%
$38584.1 7 4.06 | 462 | 399 | 412 | 0.01| 0.05 0 0 62% | 69% | 13% | 26%
seq 9 8.36 | 8.08 | 820 | 8.36 0 0.32 0 0 90% | 87% | 26% | 52%
spla 12 769 | 783 | 7.81 | 8.27 0 0.03 0 0 64% | 62% | 24% | 52%
tseng 3 2.44 2.19 2.31 1.94 0 0 0 0 81% | 73% 7% 12%

Table 3

Comparison of buffer resource usage from buffer insertioden four buffer distribution
models: nonuniform {U) distribution, uniform U N 1) distribution, uniform 2:1 {/21)
distribution, and uniform 4:1 {/41) distribution EBC is the estimated buffer capacity
from our estimation algorithm.

average number of buffers per tile which is denoted as estinauffer capacity
(EBC). The value ofE BC has been rounded to the nearest integer, and it is ex-
actly the uniform buffer capacity used in the unifordi/{ I) distribution model.
The uniform buffer capacity for th&21 andU41 models are 32 and 16, respec-
tively, for all structured ASICs, and are not explicitlytksl in the table. The next
four columns list the actual buffer usages from buffer itisarunder the four dif-
ferent buffer distribution models. As we can see, the averagmber of buffers
inserted in the cases &fU andU NI models are close to those computed from our
statistical estimation; in fact, the actual number of bgfieequired is always a little
smaller than the estimated value. This is due to the factahabuffer estimation
method determines the maximum number of buffers requirea fget of circuits
falling in a range of Rent’'s exponent and coefficient, andedfwee, for a specific
circuit with a particular set of Rent’s parameters, thisneation can be larger than
its actual usage. On the other hand, this pessimism alseaserthe robustness of
the estimated capacity, so that the estimated buffer cgpaii satisfy the buffer-
ing requirement of circuits even in the presence of flucturetin the buffer usages
of practical circuits. For the average buffer usage urid&r model, the average
number of buffers used is much less than the capacity, 32thasmiduggests an in-
efficient use of buffer resources in all of the benchmarkuiscFor thel741 model,
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although more conservative than #ie1 model, it still shows a high level of buffer
resource waste as the buffer usage for most of the circwstdlismuch less than the
capacity, 16. The large buffer resource waste from bath andU41 models sug-
gests that buffer distribution for structured ASICs shdwdcbased on the statistical
estimation for a spectrum of circuits, instead of on a sinfigksd number

The columns labeled “# buffer overflow per tile” report theeeage buffer usage
overflow per tile for each of the four buffer distribution nedsl. U21 model, due to
its extreme pessimism, results in no overflow at all, but@jpttice of large waste of
resourcesSimilar observations also applies to thiél model, although the waste
is less due to its more conservative nature compareddigthmodel.For the NU
model, it is observed that most of the circuits are free frarifes overflow, and the
occurrence of instances that do have overflows is very I®8, tlean 0.08 per tile .
The U N1 buffer distribution model results in more overflows than & model,
because it is derived from tHé NI model, but the uniformity of the distribution
incurs overflow, and it can be considered as a trade-off régularity in buffer
distribution. However, it is observed these overflows arewfvalues, and even the
worst case has less than 0.73 overflow per tile. These reshdts that our buffer
estimation method can produce an adequate solution, sthinablution can suc-
cessfully satisfy the buffer insertion requirements ofctical circuits. Moreover,
even at the trade-off of regularity, our uniform distritmrtiestimation still shows
good estimation of buffer levels. In practice, to furthefuee the buffer usage over-
flow under the/ N I buffer distribution model, we can introduce a “fudge fattor
inflate the £ BC' value used in thé/ N1 model. We set the inflated BC' value
EBC;,; = (14 €)EBC, thus increase the uniform buffer number to compensate
for the trade-off resulted from the regularity. In experitge we find that by choos-
ing e = 0.2, most of the benchmark circuits will be overflow-free, andydhree
of them still have trivial overflow of less than 0.1 per tile.

T NU
=3 UNI
[Jual
U2
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o o
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o o
1 1

Average buffer usagerate (%)
S
|
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alu4 apex2 apex4 clma des diffeq elliptic ex1010 ex5p frisc misex3 pdc s298 s3841%38584.1 seq spla tseng
Circuit

Fig. 5. Comparison of average buffer usage rate am®hg UN I, U41 andU21 buffer
distribution models.

The last four columns in Table 3 list the average buffer usatgeof all circuits un-
der different buffer distribution modelBor better visual effects, the corresponding
bar chart is shown in Figure 3t shows that for most of the circuits, the aver-
age buffer usage rate is between 70%-90% for b6thandU N1 models, which
means that the pessimism of our estimation algorithm is &owl that it actually
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produces reliable and economi@apriori buffer distribution solutions. However,
due to the extreme high buffer capacity, el buffer distribution shows a very
poor usage rate, and thus this solution is not economiicall/41 model distributes
less buffers in structure ASICs compared witB1 model; however, with a fixed
buffer number for all circuits and not adaptive, the buffsage rate can be as low
as 12% (circuitseng, which can result in a great buffer resource waste.

Circuit Critical path delay (ns) Circuit Critical path delay (ns)
NU | unt [ vz | va | NB NU | unt [ vz [ val | NB |

alu4 | 2.02| 1.91 | 2.00 | 1.93 | 390 | frisc | 4.19 | 459 | 427 | 411 | 6.68
apex2 | 1.80 | 190 | 1.83 | 1.90 | 3.51 misex3 | 1.45| 1.68 | 1.47 | 1.70 | 3.35
apex4 | 204 | 195 | 2.05| 1.99 | 407 | pdc | 246 | 255 | 248 | 2.44 | 6.16
cma | 3.35| 333 | 3.30 | 359 | 6.27 | s298 | 4.15| 4.43 | 416 | 3.98 | 7.27
des | 154 | 1.61 | 151 | 1.46 | 3.22 | s38417 | 3.03 | 3.71 | 3.06 | 2.89 | 6.42
diffeq | 2.12 | 2.43 | 2.11 | 2.12 | 5.72 | $38584.1| 2.70 | 2.99 | 2.58 | 2.43 | 12.59
elliptc | 3.55| 3.95 | 3.62 | 375 | 557 | seq | 1.87| 197 | 1.76 | 1.93 | 4.74
ex1010| 2.31 | 250 | 229 | 240 | 6.02 | spla | 2.03| 230 | 2.05| 2.32 | 535
exsp | 202 | 1.88 | 1.84 | 1.75 | 440 | tseng | 2.08 | 2.08 | 2.09 | 2.09 | 2.69
Table 4
Comparison of timing performance results from buffer itiserunder four buffer distri-
bution models: nonuniform/NU) distribution, uniform (Y NT) distribution, uniform 2:1
(U21) distribution, and uniform 4:1 {/41) distribution; together with the timing results
from the case that no buffeMB) is inserted.

To examine the timing performance of structured ASICs urmidfer insertion,
we perform timing simulation to obtain the critical path alelafter buffers are
inserted by the distance-based insertion algorithm fro@j.[Table 4 shows the
critical path delays for benchmark circuits under four buifiistribution models.
For the overflowed buffers, we remove them from buffer inearsolution, and then
calculate the critical path delay. For comparison purpegealso list the critical
path delays for the case that no buffers are inserted, andewetel this case as
N B. Moreover, the critical path delays are also presented rashaat in Figure 6.
From Table 4 and Figure e can find there are not much difference in the timing
performance of the four buffer capacity models. Althougéréhare some buffer
overflow for theU NI model, rip-up of those buffers does not affect the timing
performance much. This is because (a) the number of overdiduEers is small,
(b) they may not lie on the critical path. These facts legizerhe use of thaniform
buffer capacity model based on our estimation in struct&8tCs; we can thus
acquire an adequate and economic buffer solution with gegatiarity to improve
the manufacturability and reduce cost, while not affectimgtiming performance
significantly. Furthermore, it can be seen that the critical path delay encidrse
with no buffers (VB) inserted is significantly longer than all four buffer inten
cases. Averagely, the critical path delay is about 120% mditeut buffering, and
there can be as high as 373% more delay for the worst casei{aB8584.). This
performance degradation shows the necessity and impertdtaiffer insertion for
structured ASICs, and therefore our buffer planning metisattucial to improve
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the performance of this new design style.
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Fig. 6. Comparison of critical path delay among/, UNI, U41, U21 and N B buffer
distribution models.
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Fig. 7. Accuracy of the statistical buffer distributioniesitionfor a representative circuit
pdc (a) Estimated buffer capacity distributions for the nafarm and uniform distribu-
tions. (b) Actual buffer usage distribution under the uniicbuffer capacity. (c) Relative
error of the buffer capacity estimation compared with adtuéfer usage under the uniform
buffer capacity.

Figure 7 further shows the two dimensional buffer distridmtfor a specific rep-
resentative circuitpdc. The three graphs show, respectively, the estimated buffer
capacity distributions for nonuniform and uniform modefse actual buffer usage
distribution for uniform model and the relative errors. Vémcee from Figures 7(a)
that the distribution curve for the nonuniform distriburtis of a “bell curve” form,

but with a flat region in the center and a sharp dropoff neabthendary. Thus it
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does not deviate much from an average uniform distributsosh@wn in the figure.
This property makes it reasonable to use a uniform bufferidigion based on the
average of the nonuniform distribution, but still get goadfér usage and small
buffer overflow. Figure 7(b) shows that the distribution loé tactual buffer usage
under the uniform buffer distribution model. For this anidogher benchmarks, the
general trend is that the usage of buffers fits the unifornfiebufapacity well in
most part of circuits, but less buffers are used at the penpfThis is due to the
fact there is generally less interconnect wires at periphepractice, we may pre-
allocate some buffer areas on periphery to be decouplingoitaps to save some
resources.

The relative error curve in Figure 7(c) shows that the edwahduffer capacity
is generally a little higher than the actual buffer numbegduse our estimation is
aimed at the maximum buffer capacity for a range of circaitsl naturally builds in
some pessimism. Also this error is seen to a greater degezeheeperiphery, due
to the smaller number of interconnect wires around theraveéver, for the most
part, this error is less than 20%, which shows thatawpriori buffer distribution
estimation provides an economic solution.

5 Conclusion

In this paper, we have presented a practical distributegthebased buffer inser-
tion model for structured ASIC design. Based on this model,have proposed
an early statistical buffer distribution estimation uskRegnt’s rule and a simplified
L/Z-shaped routing model, and also proposed a uniform budifgribution model
of great regularity. Experimental results show that thédmdistribution estimation
and models, although not based on physical design detailsaacurately and eco-
nomically plan buffer resources on structured ASIC chip s shown the buffer
capacity prediction matches actual buffer usage well.
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