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Abstract—Performance modeling is a key bottleneck for analog design automation. Although machine learning-based models have advanced the state-of-the-art, they have so far suffered from huge data preparation cost, very limited reusability, and inadequate accuracy for large circuits. We introduce ML-based macro-modeling techniques to mitigate these problems for linear analog ICs and ADC/DACs. On representative testcases, our method achieves more than 1700× speedup for data preparation and remarkably smaller model errors compared to recent ML approaches. It also attains 3600× acceleration over SPICE simulation with very small errors and reduces data preparation time for an ADC design from 40 days to 9.6 hours.

I. INTRODUCTION

The lack of performance models that are simultaneously fast and accurate is a primary reason why AMS (analog/mixed signal) design automation has not achieved as much success as its digital counterpart. SPICE simulations are computationally so expensive that their use for performance estimation in circuit optimization has to be very limited. In order to overcome this bottleneck, fast circuit modeling techniques have been extensively studied. Typical early approaches are symbolic analysis [1] and MOR (Model Order Reduction) [2], where equations of circuit transfer functions or performance are derived mathematically. In [3], symbolic analysis is integrated with graph representations. However, symbolic analysis faces exponential growth of symbolic elements with respect to circuit sizes and hence is mostly restricted to small circuits. The effectiveness of MOR is mostly restricted to linear circuits and it is very difficult to apply MOR on ADC/DACs.

An alternative to simulation-based approaches uses data-fitted/trained models, e.g., the early work of posynomial models [4] and SVM (Support Vector Machine) models [5]. Recently, methods in this category have made significant progress largely due to the advancement of neural network technology. ANNs (Artificial Neural Networks) have been applied for AMS circuit modeling in [6], [7], [8]; analog placement solutions are assessed by CNNs (Convolutional Neural Networks) in [9]; and GCN (Graph Convolutional Network) methods have been employed for estimating performance in reinforcement learning-based analog circuit sizing [10]. In [11], [12], a customized GNN (Graph Neural Network) technique is developed to evaluate analog circuit performance. In [13], neural network-based transistor models are constructed and integrated with symbolic analysis. Overall, machine learning-based models become a widespread trend due to their promising results on fast performance estimation time and generally good accuracy.

However, machine learning-based models face their own challenges. The preparation of ML training data is computationally expensive as it relies on circuit simulations. Even assuming 20 minutes for simulating a large circuit (actual simulation times could be larger), obtaining 1000 data samples requires half a month of simulation time. The expensive data preparation is exacerbated by the diverse performance metrics for different analog circuits (e.g., performance metrics of OTA (Operational Transconductance Amplifier) include gain, bandwidth and phase margin, while LDO (Low Dropout Regulator) is evaluated by dropout voltage and power supply rejection ratio), unlike digital circuits, where the metrics are uniform (power/performance/area). This implies poor model reusability across analog circuits. A machine learning model trained from OTA is difficult to work for LDO. In addition, it is noticed in [7] that the accuracy of ANN models drops remarkably when circuit sizes or performance range increases.

A few prior efforts attempt to address data preparation cost. Model transferability from schematic to layout for the same circuit is shown in [6], but the model for one type of circuit does not apply for a different circuit type. In [10], knowledge transfer is restricted among different process technology nodes of the same circuit design. Transfer learning for CNN models is explored in [9]. However, CNN models need much more training data than GNN models [11]; moreover, the knowledge transfer in [11] is restricted between two different topologies of the same type of circuits. CCI-NN (Circuit Connectivity Inspired Neural Network) [7] pre-embeds some circuit knowledge into ANN models to reduce training samples.

We propose a new approach of sub-circuit level ML-based Macro-Modeling (MMM) with the objectives of largely reducing ML performance model construction cost via model reuse and improving model accuracy at the same time. Although in [13] transistor level ML models can also be reused, they are too fine-grained and the consequently frequent calls to such models substantially slow down the estimation of circuit level performance. A CCI-NN [7] is composed by a set of sub-NNs, which appear to be similar to our macro-models, but there is a critical difference: CCI-NN must train the entire NN for a whole circuit and cannot train sub-NNs individually. By contrast, each macro-model in MMM is independently trained. There are two significant consequences due to this difference. First, the output of a sub-NN in [7] is generally not associated with any physical meaning and therefore a sub-NN is very difficult, if not impossible, to be reused in a different type of circuit. Second, CCI-NN is restricted to use only neural network models while our MMM supports almost any ML models including random forest and XGBoost. As a result, the data preparation cost of CCI-NN is over 300× more than that of MMM and MMM achieves smaller errors than CCI-NN with 2.9× shorter circuit performance estimation time.

The contributions of this work include the following.

- We propose techniques for building sub-circuit level macro-models that can be reused in performance estimation of linear analog ICs and ADC/DACs, two types of common AMS circuits. Variable loading effects between sub-circuits are also considered in the MMMs.
- The effectiveness of MMM are validated on multiple linear analog ICs and ADC/DACs, including circuits with feedbacks and a circuit with over 20K devices.
- Comparisons are made with recent ML approaches of ANN [6], CCI-NN [7], GNN [11] and NN-based symbolic analysis [13] as well as MOR [14] to show the following advantages of MMM.

  - Training data preparation time. MMM achieves data preparation speedup of 1788×, 1791×, 357× and 885×
vs. ANN, GNN, CCI-NN and NN-based symbolic analysis. For an 8-bit flash ADC design, MMM reduces the data preparation time from 40 days to 9.6 hours.

- **Accuracy of circuit performance estimation.** MMM achieves less than 1% modeling error compared to SPICE, significantly lower than 6% of ANN, 6% of CCI-NN, 4% of MOR, 4% of GNN and 9% of NN-based symbolic analysis.

- **Runtime cost of circuit performance estimation.** MMM is 3639×, 1873×, 42× and 2.9× faster than SPICE, NN-based symbolic analysis, MOR and CCI-NN, respectively.

- **ML model training cost.** MMM obtains training time reduction of 2462×, 4520×, 5469× and 18255× compared to ANN, CCI-NN, GNN and NN-based symbolic analysis.

To the best of our knowledge, this is the first study on ML-based macro-models for linear analog ICs and ADC/DACs.

II. GOALS, STRATEGY, AND SCOPE OF MMM

A macro-model is a model for a sub-circuit that appears in one or multiple different circuits as a component. In Figure 1, the two-stage OTA (Operational Transconductance Amplifier) is composed of a one-stage OTA sub-circuit and two sub-circuits of CSAs (Common Source Amplifiers). Similarly, the two-stage VGA (Variable Gain Amplifier) consists of a one-stage VGA and two CSAs. The performance of a circuit, e.g., either the two-stage OTA or the two-stage VGA, can be obtained by assembling the macro-models of corresponding sub-circuits. Since the CSA appears multiple times in the two circuits, its macro-model is reused multiple times.

![Fig. 1: A two-stage OTA composed by a one-stage OTA and two CSAs](Image)

The broad goal of this work is to develop ML-based analog performance modeling techniques that can simultaneously achieve high accuracy, fast estimation time, low model construction cost and high scalability. In general, ML techniques are intrinsically fast for circuit performance estimation and this is why we continue with ML techniques. We propose ML-based macro-models that can be reused across different circuits. The reuse can greatly amortize model construction cost. The sub-circuit level approach implies limited ML model size and complexity. Therefore, our approach helps improve both model accuracy and scalability. Since our macro-models are ML-based, they are quite different from conventional macro-models in early works [15].

Our ML model development for macro-models has a key difference from previous work of flat parameter-to-performance (P2M) mapping models [6], [7], [11]. For a flat P2M ML model, its outputs are simply the performance metrics of a circuit. For example, the outputs of an ML-based performance model for OTA can be gain, phase margin, bandwidth and unity gain frequency. By contrast, the outputs of ML-based macro-models need to be more general instead of specific performance metrics such that they can be applied for different circuits. In addition, we need to consider how to assemble macro-models to form the performance model for an entire circuit. To these ends, we develop parameters to output voltages (P2V) ML modeling techniques, whose mapping targets are time- and frequency-domain voltages. Another difference from flat models is that a macro-model needs to consider loading effects, which are resulted from input and output impedance from other connected sub-circuits.

MM currently covers the following types of designs:

- **Linear analog ICs, such as OTAs.** For these circuits, frequency-domain modeling introduced in section III is able to estimate circuit performance including gain, unity gain frequency, bandwidth, etc. Besides, frequency-domain modeling is able to estimate circuit performance for any circuits that can be described by a linear time-invariant system.

- **ADC/DACs without feedback.** Our time-domain modeling in section IV can estimate the output voltages sequence of a circuit, given a sequence of input voltages in discrete time steps. We show the circuit performance estimation method for ADC/DACs without feedback.

To our knowledge, this is the first approach to scalable hierarchical modeling for AMS circuits. The above test cases provide a proof of concept that the method presents a promising direction that can be extended to other types of circuits in future.

The proposed MMM framework is structured as follows.

1) **Offline macro-model training.** Machine learning-based macro-models are trained for a set of commonly used sub-circuits. Almost any machine learning engines can be adopted, e.g., neural network and random forest. The labels of training data are obtained through circuit simulations.

2) **Macro-model-based circuit system performance estimation.**

   - **Circuit partitioning and matching.** The given circuit system is partitioned into sub-circuits, whose corresponding macro-models are identified from the trained models. This step is similar to and simpler than technology mapping of digital ICs. Also, the number of sub-circuits in an analog or mixed-signal IC is substantially smaller than the logic cells in a digital IC.

   - **Assembling macro-models for system performance estimation.**

     This step will be introduced with details in Sections III and IV for linear circuits and ADC/DACs.

III. FREQUENCY-DOMAIN MODELS FOR LINEAR ICs

The behavior of a linear time-invariant (LTI) system [15] can be described by its s-domain transfer function $H(s)$ as

$$H(s) = \frac{Y(s)}{X(s)} = K \frac{(s-z_1)(s-z_2)\cdots(s-z_m)}{(s-p_1)(s-p_2)\cdots(s-p_n)}$$

where $X(s)$ and $Y(s)$ are the input and output signals, $z_i, i = 1, \cdots, m$ and $p_i, i = 1, \cdots, n$ are zeros and poles, and $K$ is a constant factor. In small signal analysis, many analog ICs can be treated as LTI systems at certain DC operating points. As such, the circuit behaviors can be described by the s-domain transfer function of Equation (1).

Our frequency-domain MMM for circuit performance estimation consists of the following main steps.

1) **DC voltage modeling.** An ML model is built for each sub-circuit to estimate its DC output voltages for given DC input voltages. The models for all sub-circuits of a system are connected to obtain the DC operating points for all sub-circuits.

2) **Parametric transfer function-based macro-modeling.** According to the DC operating point, transfer function of each sub-circuit is derived, whose parameters are obtained through ML models.
3) Obtaining the circuit/system transfer function by assembling the macro-models.

4) Circuit performance estimation through the circuit system transfer function.

This methodology considers both variable loading effect and feedback structure in circuits. Although multiple ML models need to be built in these steps, they all share the same training data and the model training time is much shorter than the data preparation time. We use an example of two-stage OTA to illustrate these steps.

### A. ML-Based DC Voltage Modeling

For an M-input N-output sub-circuit, an ML model $F_{V}$ is built to estimate its DC output voltages, (i) DC input voltages, (ii) device sizes, (iii) current source/voltage bias and loads from its surrounding circuits, and can be described by

$$V_O = [V_{O1}, V_{O2}, \ldots, V_{ON}]^T = F_V(V_{L1}, V_{L2}, \ldots, V_{LM}; S, L) = F_V(V_I; S, L)$$  \hspace{1cm} (2)

where $V_I$ is an M-dimensional vector of DC input voltages, $V_O$ is an N-dimensional vector of DC output voltages, $S$ is the vector for transistor sizes and $L$ is a vector representing loads and current/source/voltage bias.

Once the ML-based DC voltage models are constructed for all sub-circuits, the DC operating point for each sub-circuit is obtained based on whether there is a cascade connection, feedback connection, or a mix of these two kinds of connections.

Cascade connections are illustrated in Figure 2(a), where each rectangle indicates the DC voltage model of a sub-circuit. The given primary DC input voltages at the first sub-circuit can be propagated through all cascade stages using the ML models of Equation (2) to obtain the DC input/output voltage of all sub-circuits, i.e., their DC operating points. The ML-based DC voltage models in Equation (2) is also used for ADC/DACs.

![Cascade connection](image)

(a) Cascade connection

![Feedback connection](image)

(b) Feedback connection

Fig. 2: Two examples of connection structures: a cascade connection and a feedback connection.

A feedback connection is shown in Figure 2(b), which has $Q_F$ feedforward stages and $Q_B$ feedback stages. The derivation of DC operating points for circuits with feedback connections is an iterative process. The feedback output, $V_{L2}^{(Q_F+Q_B)} = V_{I2}^{(1)}$ in Figure 2(b), is initialized with a guessed value. Then, the ML-based sub-circuit DC voltage models (2) are applied through each stage of the loop iteratively till the voltage values converge, which is always observed in our experiments.

Figure 3 shows an example of two-stage OTA composed by a one-stage OTA and a CSA (Common Source Amplifier), whose DC voltage models are represented by $F_{V1}^{(1)}$ and $F_{V2}^{(2)}$ in Figure 3(b), respectively. $V_{I1}^{(1)}$ and $V_{I2}^{(1)}$ are two inputs of the one-stage OTA, while $V_{O1}^{(1)}$ is its output. Similarly, $V_{I1}^{(2)}$ and $V_{O1}^{(2)}$ are input and output of the CSA.

The models $F_{V1}^{(1)}$ and $F_{V2}^{(2)}$ are trained individually, i.e., training data samples are generated separately for the two macro-models. With the two trained DC voltage macro-models, the system-level DC voltage model is:

$$V_{O1}^{(2)} = F_{V1}^{(2)}(V_{I1}^{(2)}, S^{(2)}, L^{(2)}) = F_{V2}^{(2)}(V_{O1}^{(1)}, S^{(2)}, L^{(2)}) = F_{V2}^{(2)}(V_{I1}^{(1)}, S^{(1)}, L^{(1)})$$  \hspace{1cm} (3)

where $V_{I1}^{(1)} = [V_{I1}, V_{I2}]$ is the DC input voltage vector of one-stage OTA, $S^{(1)}$ is the vector of device sizes in one-stage OTA, while $L^{(1)}$ is the vector of current/source/voltage bias and surrounding circuits’ loads in one-stage OTA. $S^{(2)}$ and $L^{(2)}$ have similar definitions in CSA.

![One-stage OTA](image)

(a) Two-stage OTA schematic

![DC voltage macro-model](image)

(b) DC voltage macro-model

![Transfer function macro-model](image)

(c) Transfer function macro-model

![Fig. 3: A two-stage OTA, corresponding DC voltage macro-model connection and system transfer function modeling.](image)

### B. ML-Based Parametric Transfer Function Macro-Models

The transfer function (1) can be rewritten as

$$H(s) = a_0 + a_1 s + \cdots + a_m s^m + b_1 s + \cdots + b_n s^n$$  \hspace{1cm} (4)

where $a_i$, $i = 0, \ldots, m$ and $b_j$, $j = 1, \ldots, n$ are constant coefficients. The values of $m$ and $n$ are constants determined by the circuit topology and can be obtained from circuit simulation by running SPICE pole/zero analysis. Typically, $m$ and $n$ are less than 20. The macro-model for each sub-circuit is described by transfer function (4), where the coefficients are functions described by ML models instead of constants. Therefore, the transfer function is parametric. Specifically, an ML model is built for each coefficient $a_i$ or $b_j$ using input features (i) DC input voltage of the sub-circuit, (ii) device sizes, and (iii) current source/voltage bias and loads from its surrounding circuits, i.e.,

$$[a_0, a_1, \ldots, a_m, b_1, \ldots, b_n] = F_C(V_I; S, L)$$  \hspace{1cm} (5)

where $F_C$ indicates a vector of ML models. Each element in $F_C$ is an ML model for one coefficient $a_i$ or $b_j$ in the transfer function. $S$ is the vector for device sizes, $L$ denotes the vector of loads and current.
source/voltage bias, and \(V_I\) is the DC input voltage of the sub-circuit. Please note that DC input voltages of sub-circuits are obtained according to Section III-A. Labels of training data are obtained from pole/zero analysis through circuit simulations.

The transfer functions of the one-stage OTA and the CSA in Figure 4, its transfer function consists of two parts:

\[
H(s) = H^{(1)}(s)H^{(2)}(s) \cdots H^{(Q)}(s)
\]

For the two-stage OTA in Figure 3, its circuit system transfer function is \(G(s) = H^{(1)}(s)H^{(2)}(s)\), as shown in Figure 3(c).

C. Circuit System Transfer Function

For a circuit composed by \(Q\) cascaded sub-circuits (Figure 2(a)) with macro-models \(H^{(i)}(s)\), \(i = 1, \cdots, Q\), the system transfer function is given by

\[
G(s) = H^{(1)}(s)H^{(2)}(s) \cdots H^{(Q)}(s)
\]

For the two-stage OTA in Figure 3, its circuit system transfer function is \(G(s) = H^{(1)}(s)H^{(2)}(s)\), as shown in Figure 3(c).

D. Circuit Performance Estimation

Given a circuit transfer function \(G(s)\), its performance estimation varies depending on different circuits and we illustrate this process using OTA as an example. Since \(s = j\omega\), \(G(s)\) can be expanded as

\[
G(j\omega) = |G(j\omega)| e^{j\angle G(j\omega)}
\]

where \(|G(j\omega)|\) and \(\angle G(\omega)\) are the amplitude and phase angle, respectively. Next, circuit performance of OTA, including gain, UGF (Unity Gain Frequency), BW (Bandwidth) and PM (Phase Margin), can be obtained by sweeping frequency \(\omega\) and

\[
\text{Gain} := 20\log |G(j\cdot 0)| \text{ dB}
\]

\[
\text{UGF} := \omega \text{ when } |G(j\cdot \omega)| = 1
\]

\[
\text{BW} := \omega \text{ when } 20\log |G(j\cdot \omega)| - 20\log |G(j\cdot 0)| = -3\text{ dB}
\]

\[
\text{PM} := \angle G(j\omega) + 180^\circ \text{ when } |G(j\cdot \omega)| = 1
\]

The performance of other kinds of LTI circuits can be estimated in a similar manner.

IV. TIME-DOMAIN MODELS FOR ADC/DACs

A. Time-Domain Macro-Models

The sub-circuits of ADCs are comparators and an encoder, which are illustrated in Figure 5. The sub-circuits of most ADCs can be identified in a similar way.

Given an input signal sequence where voltage varies at discrete time steps, the time-domain macro-model estimates the output voltage vector \(V_{O,t}\) at current time step \(t\) based on features including (i) input voltage vector \(V_{I,t}\) of time \(t\), (ii) input voltage vector \(V_{I,t-1}\) of the previous time step \(t-1\), (iii) output voltage vector \(V_{O,t-1}\) of the previous time step \(t-1\), (iv) device size vector \(S\), and (v) load vector \(L\).

\[
V_{O,t} = F_{VT}(V_{I,t}, V_{I,t-1}, V_{O,t-1}; S, L)
\]

where each element of \(V_{I,t}\) or \(V_{O,t}\) indicates input/output voltage of one sub-circuit terminal at time step \(t\). This is an ML model trained by data from circuit simulation. After this model is built, for a given sequence of input voltages in discrete time steps, the output voltage sequences can be obtained. Unlike DC voltage modeling in Equation (2), the time-domain macro-model also considers the voltage in the previous time step because it affects subsequent voltages, e.g., a capacitor voltage depends on the voltage in the previous time step as well as the accumulated electric charge in the current time step.

Figure 5(b) demonstrates the macro-models of a flash ADC. The flash ADC contains \(n\) comparators modeled by an ML model \(F_{VT}(\cdot, \cdot)\) and one priority encoder modeled by another ML model \(F_{VT}(\cdot, \cdot)\). The \(n\) comparators are identical and share the same model \(F_{VT}(\cdot, \cdot)\). The use of this shared macro-model greatly improves data preparation efficiency compared to flat ML models, where the same comparator is simulated \(n\) times. For the \(i\)-th comparator, its macro-model’s input features includes input voltage \(V_{I,t}^{(1)}\) at step time \(t\) as well as input voltage \(V_{I,t}^{(1)}\) and output voltage \(V_{I,t}^{(1)}\) of the previous time step \(t-1\). In addition, device size \(S_{1}^{(i)}\) and surrounding circuits’ load \(L_{1}^{(i)}\) are also included in the features. The macro-model estimates the output voltage \(V_{O,t}^{(1)}\) at time step \(t\). The macro-model of priority encoder has similar input features while the difference is that the size of its input voltage \(V_{I,t}^{(2)}\) is significantly greater than the size of a comparator macro-model’s input feature.

B. ADC/DAC Performance Estimation

For an ADC/DAC without feedback, its output waveform in discrete time can be obtained through propagating the input waveform through the sub-circuits using corresponding macro-models described in Section IV-A. Next, a Fast Fourier transform (FFT) is performed on the waveforms at the output node to obtain the spectrum. Then, the SFDR (Spurious Free Dynamic Range) and SNDR (Signal to Noise + Distortion Ratio) performance metrics are computed by [16]

\[
SFDR = 20 \times \log \frac{A_F}{A_W}
\]

\[
SNDR = 20 \times \log \frac{A_F}{(\sum A_N^2 + \sum A_D^2)^{\frac{1}{2}}}
\]

where \(A_F\) is the amplitude of fundamental component in the spectrum, \(A_W\) is the amplitude of the worst spur signal, and \(A_N\) and \(A_D\) are amplitudes of noise and distortion, respectively.
For ADCs, DNL (Differential nonlinearity) and INL (Integral nonlinearity) are obtained by sweeping the input voltage $V_i$ in full scale range (or all digital code for DAC) [17]:

\[
    DNL = \frac{(V_i - V_{LSB})}{V_{LSB}} - 1
\]

\[
    INL = \frac{(V_i - V_{i\text{ideal}})}{V_{LSB}}
\]  
(12)

where $0 \leq i \leq 2^N - 1$, $V_i$ is the input voltage for ADC's $i$-th code (or output voltage for DAC's $i$-th code), $V_{LSB} = \frac{V_{FSR}}{2^N}$, $V_{i\text{ideal}}$ is the ideal voltage for the $i$-th code. $V_{FSR}$ is the full scale range voltage. When sweeping $V_i$, only Equation (2) is required to estimate the output voltage because the input voltage is in DC steady state.

V. EXPERIMENTS

We evaluate the approach on the testcases listed in Table I, where SCF is a switched capacitor filter and LDO is a low dropout regulator. The upper part covers linear analog ICs and the lower part is a list of ADC/DACs. The designs are based on a commercial 12nm process technology. All training data are obtained through SPICE simulations.

We study several options of ML engines for the macro-models, including RF (Random Forest), XGBoost and PEA [11], which is a GNN technique extended from classification to regression. Each macro-model is trained and tested for the same sub-circuit with 1000 data samples, of which 80% are for training and the other 20% are for testing. Please note that test data is not seen in training. Table II compares the errors of macro-models based on different ML engines. The result of each sub-circuit is averaged on all its macro-models.

One can see that RF and XGBoost are more accurate than PEA while RF is the most accurate among them.

B. Results of Circuit Performance Estimation Accuracy

We compare the following methods:

- **MMM RF.** This is our proposed approach where macro-models are based on RF (Random Forest). Forest size and tree depth are set as 20 and 10, respectively.
- **MMM XGBoost.** Almost the same as MMM RF except that its ML engine is XGBoost.
- **MMM PEA.** Almost the same as MMM RF, but the ML engine is PEA [11] regression.
- **Flat RF.** A random forest model is trained for directly estimating the performance of an entire circuit. Forest size and tree depth are set as 400 and 10, respectively.
- **Flat PEA.** Almost the same as Flat RF except that a PEA [11] model is used as the ML engine.
- **Flat ANN.** An ANN model is trained for directly estimating the performance of an entire circuit like in [6]. The number of hidden layers and the number of neurons in each layer are set as 5 and 256, respectively.
- **NN-symb.** The previous work [13], which is symbolic analysis using neural network-based transistor models.
- **CCI-NN.** The recent previous work [7] aimed to training sample reduction. Similar experiment setup is used as provided in [7].
- **MOR.** An model order reduction technique [14], which is only tested on linear analog ICs.

The average performance estimation errors compared with SPICE are depicted in Figure 6. The error of one test circuit is the average percentage error among all its performance metrics, e.g., gain, UGF, bandwidth and phase margin for OTAs, VGAs and SCFs. For LDOs, PSRR (Power supply rejection ratio) is the performance metric; for ADC/DACs, performance metrics include SFDR, SNDR, DNL and INL. We use a sine wave at 1MHz as the input signal for ADC/DACs, and apply an FFT at the output signal to obtain SFDR and SNDR. We see that MMM RF and MMM XGBoost achieve the smallest errors, less than 1% on average and significantly smaller than the 9% and 6% average errors from NN-symbolic and CCI-NN, respectively. Estimation errors for some specific performance metrics are shown in Figure 7 and Figure 8, for UGF of linear analog ICs and SFDR (Spurious Free Dynamic Range) of ADC/DACs, respectively, where similar trends can be observed.

These results partially confirm the observation [7] that the accuracy of flat ANN performance models tends to degrade for large circuits or wide performance range. MMM attains significantly higher accuracy as its ML models are trained for sub-circuits that have lower complexity than entire circuits.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Sub-circuits</th>
<th>ML Engine</th>
<th>Error (Spurious Free Dynamic Range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-stage OTA</td>
<td>5-transistor OTA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>Three-stage OTA</td>
<td>5-transistor OTA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>Two-stage VGA</td>
<td>One-stage VGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>Three-stage VGA</td>
<td>One-stage VGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>Two-stage SCF</td>
<td>One-stage SCF, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>OGA with feedback</td>
<td>One-stage OGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>OGA with feedback</td>
<td>One-stage OGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>OGA with feedback</td>
<td>One-stage OGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>Three-stage SCF</td>
<td>One-stage SCF, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>VGA with feedback</td>
<td>One-stage VGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>VGA with feedback</td>
<td>One-stage VGA, common source amplifier</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>LDO (Regulatory)</td>
<td>5-transistor OTA, single transistor</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>LDO 2</td>
<td>One-stage VGA, single transistor</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>4-bit flash ADC</td>
<td>Comparator, 4-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>4-bit flash ADC</td>
<td>Comparator, 4-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>8-bit flash ADC</td>
<td>Comparator, 8-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>8-bit flash ADC</td>
<td>Comparator, 8-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-bit pipelined ADC</td>
<td>Comparator, 6-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-bit pipelined ADC</td>
<td>Comparator, 6-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-bit pipelined ADC</td>
<td>Comparator, 6-bit priority encoder</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>6-bit weighted resistor DAC</td>
<td>5-transistor OTA, inverter</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
<tr>
<td>8-bit weighted resistor DAC</td>
<td>5-transistor OTA, inverter</td>
<td>CCI-NN [7]</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

TABLE II: Macro-model error compared to SPICE.
TABLE III: Comparisons of data preparation time, model training time and performance estimation time.

### Circuit

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Training data preparation time (sec)</th>
<th>ML model training time (sec)</th>
<th>Performance estimation time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-stage OTA</td>
<td>0.11</td>
<td>0.76</td>
<td>0.70</td>
</tr>
<tr>
<td>Two-stage OTA</td>
<td>0.15</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>Three-stage VGG</td>
<td>0.14</td>
<td>0.77</td>
<td>0.72</td>
</tr>
<tr>
<td>Three-stage VGG</td>
<td>0.18</td>
<td>0.81</td>
<td>0.78</td>
</tr>
<tr>
<td>Two-stage SCF</td>
<td>0.22</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>Three-stage SCF</td>
<td>0.26</td>
<td>0.84</td>
<td>0.83</td>
</tr>
<tr>
<td>OTAs with feedback 1</td>
<td>0.11</td>
<td>0.66</td>
<td>0.62</td>
</tr>
<tr>
<td>VGGs with feedback 1</td>
<td>0.11</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>VGGs with feedback 2</td>
<td>0.13</td>
<td>0.79</td>
<td>0.81</td>
</tr>
<tr>
<td>LDD 1</td>
<td>0.06</td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td>LDD 2</td>
<td>0.08</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>4-bit flash ADC</td>
<td>5.29</td>
<td>76.15</td>
<td>78.65</td>
</tr>
<tr>
<td>4-bit flash ADC</td>
<td>7.34</td>
<td>291.3</td>
<td>292.1</td>
</tr>
<tr>
<td>4-bit flash ADC</td>
<td>5.56</td>
<td>966.0</td>
<td>965.9</td>
</tr>
<tr>
<td>4-bit flash ADC</td>
<td>0.005</td>
<td>21.46</td>
<td>21.42</td>
</tr>
<tr>
<td>4-bit weighted resistor</td>
<td>0.005</td>
<td>39.34</td>
<td>39.46</td>
</tr>
<tr>
<td>4-bit weighted resistor</td>
<td>0.086</td>
<td>16.13</td>
<td>16.10</td>
</tr>
</tbody>
</table>

### VI. CONCLUSIONS

Although machine learning-based models has advanced the state-of-the-art for fast analog estimation, existing approaches are mostly flat models that suffer from huge model construction cost and low reusability. This work introduces macro-model level machine learning techniques to address the problems for linear analog ICs and ADC/DACs. Experimental results on circuits with up to 20K devices show that our approach can reduce model construction cost by three orders of magnitude compared to recent ML techniques. At the same time, it achieves significantly smaller errors and is three orders of magnitude faster than circuit simulation.
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