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Abstract— Fast and accurate routing congestion estimation global routing, several resources may stake claim to wiring

is essential for optimizations such as floorplanning, plageent, resources which then become fixed for global routing. They
buffering, and physical synthesis that need to avoid routig

congestion. Using a probabilistic technique instead of a gbal in_clude: 1) I.ocal wiring on the bottom Igyers for th_e interna
router has the advantage of speed and easy updating. Previsy pin connections for a gate, 2) power grids on multiple layers

proposed probabilistic models [1] [2] do not account for wiling - i
that may already be fixed in the design, e.g., due to macro 8) pre-routed clock wires, planned buses, or datapaths)d) a

blocks or power rails. These “partial wiring blockages” certainly  hierarchical logic, memory, or IP bloc_ks. These_ may already
influence the global router, so they should also influence a have been completely routed. Even if not, their routes may

probabilistic routing prediction algorithm. This work pro poses a pe hidden from the top-level routing congestion map. These
probabilistic congestion prediction metric that extends he work . .
of [2] to model partial wiring blockages. We also show a new Plocks are unlikely to block 100% of the routing resources
fast algorithm to efficiently generate the congestion map ath since generally there should be some routing resources allo
demonstrate the effectiveness of our methods on real routh cated on the top layers. Previous approaches fail to model
problems. that essentially every tile of a routing congestion map is
|. INTRODUCTION neither completely empty or completely full. There is altnos
always some amount of wiring blockage that the global router
Routability is a key factor when performing floorplanningnust take into account. Thus, it is certainly reasonableafor
or trying to close on timing via physical synthesis. A design probabilistic router to do the same. A global router is more
could expend considerable effort trying to get the desida injikely to route a net in a lower congestion region than in
a good state in terms of timing and signal integrity, only t@ higher one; our proposed probabilistic router achieves th
subsequently find that it is unroutable. Ideally, the designsame behavior. We also propose a new method to improve
should be able to invoke snapshot routability analysis thgie complexity of generating the probabilistic congestioap
allows him or her to understand the routability issues imedl proposed in [2].
from making floorplanning or optimization decisions. The remainder of the paper is as follows. Section Il
There are three ways to obtain this kind of analysis: (verviews previous work in probabilistic routing congesti
empirical models [3] [4], (ii) global routers [5] [6], or (Ji Section Il presents definitions and notation. Section IV ex
probabilistic analysis [1] [2]. Among them, only probabilc  plains how to extend previous work to handle partial wiring
routing congestion analysis can efficiently provide sinte blockages; several toy examples are presented to show how
avoids actually performing global routing. Instead, given the probability computation leads to a more intuitive resal
placement, it examines the set of nets in the design and uges fast algorithm for congestion map updating is proposed.
probability theory to compute the expected congestiondghe Finally, we show our experimental results in Section V.
routing tile.
Lou et al. [1] propose an algorithm that consider all possible Il. OVERVIEW OF PREVIOUS WORK
pin-to-pin routes within the bounding box of the pins; each The work of Westraet al. [2] adopts a scheme similar to
route is then assigned an equal probability. Wesdraal. that of Lou et al. [1]. Probabilistic routing analysis is done
[2] recognize that this approach invariably produces sasexclusively for two-pin nets. Multi-pin nets are broken up
congestion towards the middle of the bounding box instedtto sets of two-pin nets by constructing either a minimum
of the periphery. It turns out that since routers also try tepanning tree (MST) or rectilinear steiner tree (RST) oker t
minimize the insertion of vias, the periphery of the boumdinpins. Also both approaches do not model detours since they
box actually has more congestion than the interior. Westtraaccount for a small fraction of the total global routing wire
al. [2] propose to use onlf- andZ-routes for the non-obvious length. Louet al. [1] consider all possible detour free paths
routes. Each possible shape and each possitifeshape share between two pins, while Westet al. only considerL-shaped
equal probability in their model. Similar models are alsedis and Z-shaped for non-obvious routes. For their testcases, only
in [6] [7]. Our approach also adopts this philosophy. 1.2% of the two-pin nets have more than two bends, meaning
Lou et al. and Westreet al. both briefly mention techniquesonly that percentage of nets did not have lanor Z- shape.
to handle complete wiring blockage. In practice, blockag&¥estraet al.'s model suggests high probabilistic routing usage
with absolutely no available tracks are rarely seen. Befoadong the boundary of a net’'s bounding box.



Westraet al. classifies nets into four different categories: IV. HANDLING PARTIAL WIRING BLOCKAGE
short nets, flat netd,-shaped nets, and-shaped nets. A short  \we now present the probabilistic computation for the four

net is a net that locates in one tile. A flat net spans at mQgitrerent classes of nets: short, fldt;shaped, andZ-shaped.
one tile in either the vertical or horizontal direction. An A Short Nets

shaped net and Z-shaped net spans more than one tile in ] ] ) ]

either direction and have one and two bends, respectively. S A Short net is a net that two pins are located in one tile.

Figure 1(a) for examples of each. For each net, a numbdf handle short nets in the same way as in [2]. Figure 2(a)

of likely paths is considered and the probabilistic usages dllustrates the usage computation.

assigned to each bucket in the bounding box of the net. TBe Flat Nets

net can be seen as spreading over its possible paths whére eap, flat net spans at most one tile in either the vertical or

path has the same probability. Routing congestion is definggrizontal direction, and is defined as a horizontal or vatti

as the ratio of usage to capacity. If there are partial blgeka flat net.

in some buckets, the usage of these buckets are not changetonsider a vertical flat net that spans fromj{ to (i +%, ),

at all. Instead, Westrat al. apply a simple model in which as shown in Figure 2(b). The vertical usage of the each bucket

the number of blocked tracks are subtracted from the capadi as same as in [2]/,(i,j) = to/H, U,(i + k,j) = by/H,

of a bucket. Uy(i+m,j) = 1,0 < m < k. Note that the wire traveling
() through the bucket will occupy a full vertical track.
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IIl. DEFINITIONS " e

@) (b)
We divide the layout into rows and columns lmickets (or Fig. 2. (a) A short net. (b) A vertical flat net.
tiles or bins). Each bucket contains a set of wiring tracks;
the bucket size can be varied to trade off speed for solutionThe short horizontal route betweenandb could occur in
quality. Following previous works, the height and width ofny of the buckets. We assume that it is more likely to occur
all buckets are assumed to be same, and defineH and N & bucket with less partial routing blockage. We choose to
W. Let the distance between the left, right, bottom, and tdpake it proportional to available routing capacity,
border of a bucket anq a pim be _denoted byp, Tp, bp, and e N |za = x| - AR(i +m, ) 0<m <t
tp, regpectwely. The pin’s coordinates are given (by, y,). w(i+m,j) = WS yUbsm s
A 2-pin net f may span a number of buckets. The number i _ _ ]
of horizontal and vertical buckets ngtspanned are definedWhere:S = >_,,_o An(i + m, j). Note that if one assumes
as the width and height of the bounding box containfhg €dual bucket capacities, the formula becortigi +m, j) =

respectively. |ze — x| /(W - hy), which was given in [2].
Let U (4,7) and U/ (i, /) be the horizontal and vertical C- L-Shaped Nets
usages due to a nét in the bucket with coordinates, (j), Nets withwy > 1 andhy > 1 need to have at least one

with i being the coordinates in vertical direction. Define thbend. An L-shaped route has two possible configurations as
available horizontal and vertical capacity of the bucketjf shown in Figure 3. Letx be the probability of using route
asAp(i,5) and A, (3, j), where A, (i, j) and A, (¢, j) are the andl — o be the probability of using RoutB. In [2], o was
number of available horizontal and vertical wiring trachkside implicitly assumed to be 0.5. Clearly, if one of the two raute
bucket ¢, 7). Fig 1(b) shows one bucket with,, (¢, j) = 4. The has more wiring blockage than the other, this needs to take an
(probabilistic) horizontal and vertical congestion of acket alternative value.
is defined to be the ratio of its total (probabilistic) usages Let S,4 and S, be the number of available tracks at
contributed by all nets to its available capacity. We use thiee horizontal and vertical directions for tHeshaped route
term congestion or usage to denote the average of horizodakhown in Fig. 3, whereS,4 = ming<,<; Ax(i,j + n),
and vertical congestion or usage. Spa = ming<m<i Au(i +m,j +1). Let Spp and S, be
Following the convention of [1] and [2], assume that fothe number of available tracks at the horizontal and vdrtica
analysis purposes, two pins of a net lie in the lower-left arttirections for anothef.-shaped routés derived similarly, then
upper-right corners of their bounding boxes. a =min(Spa, Spa)/(min(Spa, Sva) + min(Spp, SuB))-



The horizontal and vertical usage of each bucketdlamute Only if the bend occurs in a bucket, it gets vertical usage.
in Fig. 3 are as same as in [2], whetg,(i,j) = r,/W, The total vertical usage af,/H is spread over the candidate
Un(i,j+1) =1p/W,U,(i,5+1) =to/H, Uy(i + k,5+1) = buckets. Therefore, we ha¥®,(i, j+n) = 1/2P(n)+ Pgr(n),
by/H,Up(i,j+n)=1,0<n<l,andU,(i+m,j+1) =1, chgi,j +n) =t, - P(n)/H, 1 <n <, wherePg(n) =
0<m<k. Yooy P(m).

As mentioned in [2],L-shapes withw; = hy = 2 are For the top row, the reasoning is similar. Horizontal bucket
different from otherL-shapes since ng-shape is possible. usage consists of two terms. One for the case that the bend oc-

curs in that bucket, and one for the case the bend occurs to its

Coapet] L 777{'3‘7% ) left. Vertical usage is spread over the buckets. The hotiaton
route H : : : : -
L . and vertical cost for these buckets &fg(i+k, j+1) = I, /W,
e | | Uu(i+k,j+1) = 0, Un(i + k. j +n) = 1/2P(n) + Pr(n),
tre R — 1<n<l,andU,(i+k,j+n)=0by-P(n)/H,1 <n <l
e where P, (n) = Y0 P(m).
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D. Z-Shaped Nets Lo
Z-shapes are the most complicated case. If botlandh ¢ S
are greater than 2, we can have two orientations: horizontal ;(;‘.”; ; { e
and vertical, named after their orientation of the centecei e e Wttt
of the Z-shapes. @ (®)

Now let consider the usage of verticdtshapes as shown ingig 4. (a) A verticalz-shaped net. (b) The routing graph Bfshaped net.
Fig. 4(a). The routing graph which shows all possible chwice
of the verticalZ-shape in Fig. 4(a) is also shown in Fig. 4(b)rn
which is a directed graph. In the figu@,= w;—2, each edge
u, corresponds a part of the net entering from the bucket ( Uy(i+m,j+n) = P(n),
j+n—1)tothe bucl_<etz(, j+n), each gdgeln corresponds a Up(i+m,j+n) = 0, 1)
part of the net entering from the bucket {+n) to the bucket
(i + k&, 7 +n), and each edge, corresponds a part of the netwhere0 <m <k, 0 <n <.
entering from the bucket ¢+ &, j + n) to the bucket 4+ &, Define S, and S;, as the total capacities of vertically and
j+n+1),n=1,...,Q. There is a capacity’ associated horizontally orientedZ-shapes. In order to find the total-
with each edge, where usage, we therefore scale the horizontal and vertiZalisages
with 8 = Sp/(Sp +S,) and1 — 3 = S,/(Sh, + Su),

The horizontal and vertical usage for bucket-(m, j +n)
the center of the netbox are

F(up) = min(An(i,j+7n—1), An(i, j +n)), respectively, as we did with a facter for the L-shapes, and
Fldn) = min Ay(i+m,j+n), sum them all up.
T . . . In previous work [2],P(n) = 1/Q for every route, and
Flen) = min(An(i+k,j+n) An(i+k j+n+1)). B = (ws—2)/(ws + hy —4). This assumption is only valid
Given Q possible routes R(n) = when there is no partial blockage. Look at the example in
{u1,...,un,dn,en,...,eq}, n = 1,...,Q, a vertical Fig. 5(a), based on the model of [2], each route has same

Z-shaped net routed by global router must be one of tipeobability1/3. However, it is more intuitive for global router
shape. Defind”(n) as the probability of a vertical-shaped to route a net in the area with less wiring blockages.
net routed with the shapB(n). Then P(n) must satisfy the ~ We propose a new metric to defifé(n) taken into con-

following properties: 1)0 < P(n) < 1, n = 1,...,Q; 2) sideration of the partial blockage information. Since ¢her
ij:l P(n) = 1. Suppose allP(n)s are already known, thenare many different assumptions that one could make that
the usage of each bucket can be derived as follows. lead to different probabilities assigned to routes, we @efin

For the leftmost bucket in the bottom row, the horizontal anB(n) based on the minimum capacities of each route. For
the vertical cost aré/,, (i, j) = ro/W, U,(i,7) = 0. For the each verticalZ-shaped routeR(n), its probability P(n) is
other buckets in the bottom row, the horizontal usage ctmsi$’(n) = F(n)/S,, where F'(n) is the minimum capacity
of two terms: the first for the case the vertical segmént) of route R(n) and S, = Zgzl F(n) is the total minimum
on route R(n) will start in this bucket. The horizontal usagecapacities of the all verticaZ-shaped routes. It is obvious
in that case would be 0.5 since the bend would on averatpat F'(n) is related to the capacities of every edge on route
be in the middle of the bucket. The other term is for the cag®&(n). However, for every edge,,, its capacity is shared by
d(n) is at theright of the bucket and the usage would be 1QQ —m—1 routes, and for every edgs,, its capacity is shared



by m routes. Therefore, for one specific rou¢n), it is hard Suppose we try to route 20 two-pin nets where all lower left
to know the exact capacities of edges ande,, contributed pins are in the same bucket, and all upper right pins are in
to R(n). If the capacities of al: and e edges are infinity, the same buckets. The vertical probabilistic congestiod, of
F(n) is equal to the capacity of unique edge of each route. d, andds; are 4/9 - 20/20 = 4/9, 1/9-20/5 = 4/9, and

In other cases, for each rouf&(n), n = 1,...,Q, we will 4/9 -20/20 = 4/9, respectively. The congestion @f, d»
redistribute the capacity of every edag,, m = 1,...,n, andds derived from previous method [2] are/3, 4/3 and

on route R(n) according to the ratio between the capacity of /3, respectively. Our model predicts that the congestion of
unique edgel,, of R(n) and the total capacities of all uniqueall three routes are equal. This is more likely to happenesinc
edges of routes sharing edgg,. The capacity of every edgethis solution leaves evenly space for each route and peedict

em, m=mn,...,Q is redistributed in a similar way. After we the router will take less probability to route thisshaped net
get new capacity of every edge on routén), the minimum with the second route. We expect a clever enough globalroute
capacityF'(n) can be easily computed. behaves more like our predicted model than the one proposed
° ° in [2].
» om0 w5 [m P I[:o]r another example in Fig. 5(b), with similar analysis, we
20| 5| 20| 8 5 can getP(1) = 0.4447, P(2) = 0.1779 and P(3) = 0.3774.
ol x| 2 wl o | s Suppose we try to route 10 two-pin nets where all lower left
ae ae pins are in the same bucket, and all upper right pins are in the
@ (®) same buckets. The horizontal probabilistic congestion,of
Fig. 5. Two examples of-shaped nets. The capacity of each edge is shov\tlh1e edge on the top row with capacity 5 )d996 compared
on the graph. to 1.067 derived from [2]. Our metric will put more routes on
Forn =1,...,Q, defineF,(d,) and Fx(d,) as the total the third route than the second since the first route occupies

vertical capacities of all edges,, to the left and right of MOSt of tracks ok, and therefore the probability of the second
edged, including edged, itself, Fy(d,) = 32" _, F(d,,), Touteis decreased.

m=1

Fr(dy) = S9_ F(d,). The minimum capacity?(n) of E- Algorithm and Fast Map Updating
each routeR(n) can be computed as Following the work of [2], it is necessary to decide what
F(dy) F(dy) the relative probabilities of.-shapes versu&-shapes should
F(n) = min{F(u)——%,...,F(u,) ,F(d,), be.Lety = #netsy/(#netsr + #netsz) be the probability
Fr(dy) Fr(dn)’ of taking an L-route over aZ-route. The valuey can be
F(en)M, . F(e ) F(dy) 1. chosen by previous design experience, i.e., how many routes
Fi(dy) Fr(dg) are optimally routed or fixed by the designer. The combimatio
We can also rewrte asF(n) =  F(d,) - Probabilistic usagesam,; =1Ur + (1 -7)Uz. _
min{K,(n), 1, K.(n)}. where The algorithmCPPB (Congestion Prediction with Partial
Blockage) to predict the congestion map of given nets is
Ku(n) = min{ F(u1) F(un) } illustrated as follows.
Fr(d)" " Frldq)™ Algorithm CPPB
 Fle)  Fleg) ot Noo
K¢(n) = min{ e }. Input Nets SetV
Fi(dn) Fi(dg) Output The Congestion Map foV

Similar analysis can be done for horizonfakhaped routes, Begin
and S;, and can be derived accordingly. It is easy to prové: Create maps with loaded partial wiring blockage
when there is no partial blockages and the capacities of eath For each netf € N

bucket are same, our model will give exactly the saf{@) 3: pin-pairs = MST(n) or pin-pairs = RST(n)
as in [2]. 4: For each pin-paif(a, b)
The example in Fig. 5(a) is used to illustrate our algorithrdk.: If (a,b) is a short net
Itis easy to gey (1) = Fr(ds) = 20, Fi(dz) = Fr(dy) = 5 update short-congestid( b))
25, F1(ds) = Fr(dy) = 45. 6: Else if (a,b) is a flat net
/20 20 20 400 7: update flat-congestiofi(, b))
F(1) = 20-min (—,1, ,—,—) = —, 8: Else
45 25" 45 45 9: updatey x L-shape-congestiofi, b))
F(2) = 5 min (20 20’ 720 20> @’ 10: update(1 — v) x Z-shape-congestiofi, b))
457257725745 45 It is easy to see that for short nets, flat nets dndhape
F(3) = @ nets the algorithm takes linear time with respect to the
45 maximum between horizontal buckets and vertical buckets th

Therefore P(1) = 4/9, P(2) = 1/9 and P(3) = 4/9. net spannedmax(w;,hs). For Z-shaped nets, with dynamic
Compared to the method in [2], the probability of pat2) programming it takes)(max(wy, hy)) in the bounding box
is reduced by 2/9 and are evenly distributedd ) andR(3). to compute allF'.(dy,), Fr(dyn), Ku(n), Kc(n), F(n), P(n),



Pr(n) and Pr(n)s for both vertical and horizontéf-shaped wiring blockages before routing. Brighter color means more
nets, i.e.,Fr(d,) = Fr(d, — 1) + F(dy). Also, it takes blockages (part with yellow color has more blockage than
O(max(wy, hy)) to update the usage value of the top andreen). Note how clearly partial wiring blockages caused by
bottom rows for the vertical-shaped net, and the left andmacro blocks can be seen for Chip A. For Chip B the wiring
right columns for the horizontdt-shaped net. However, it still blockage is dispersed across blockages in the middle of the
takesO(wy - hy) time to update the usage value for all othechip and C4 pads.
buckets. Thus the total complexity 3(#nets - #buckets), To construct the predicted probabilistic map, we use a
which is the same as the one proposed in [2]. value of 0.6, which is also the average ratiolofoutes toZ

We propose a new algorithm to improve this complexityoutes observed by [2]. Figures 7(b) and 8(b) show the result
and the one in [2]. Using verticat-shaped net as examplefrom the probabilistic congestion map predicted by our rméth
we know that the horizontal usage of all center buckets andile Figures 7(c) and 8(c) show the usage constructed by
zero. The vertical usage for all buckets on edfjeare the the industrial global router. We use MST to break multi-pin
same as show in Eq. 1, which B(n). Instead of updating nets to 2-pin nets. The comparison between these maps shows
them explicitely, for all buckets in one column, we can ceemt that our predicted congestion and the real congestion sgen b
temporary usage map with initial value zero in every buckeglobal router match quite well. For each bucket, we compute
and store a positive value, e.@(n) before bucketi(+k+1, the relative error of the probabilistic congestion map tieta
j 4+ n), and a negative value; P(n) after bucket{, j +n). to the global router map. The error histograms for thesecfets
After the temporary map is derived, the usage of each bunketiuckets are shown in Figure 6. We observe that in both cases
the final map can be derived by scanning from the top buck#% of the buckets have relative error less than 5% error and
in the temporary map and summing up all usage values timt less than 1% of the buckets have more than 15% error.
the temporary map before this bucket. Note that the temporyThe running time of Chip B for different bucket sizes is
map has one more row and one more column than origirgllown in Table I. We can see it is linear with respect to the
map since all values stored in the tempory map exist in tifieimber of buckets.
interval of every two buckets in the final usage map andnfor
buckets, there are + 1 intervals. The usage value for buckets
in short nets, flat netsl,-shaped nets and the buckets in the

TABLE |
THE CPUTIME OF CHIP B FOR DIFFERENT BUCKET SIZESTHE BUCKET
SIZE IS REPSENTED BY#COLUMNS X #ROWS

. . ) , Grid R i d
peripheral ofZ-shaped nets can be directly stored in the final 99 j‘;é S Ig}_e (second)
usage map. Since the usage updating process for all center 278 X 276 45
buckets inZ-shaped nets can be donedmax(wy, hy)) with gég a gég 16(?0
this tempory map method, the total algorithm complexity is 834 x 828 189
O(#nets-max(hy,wy)+ MapSize), whereMapSize is the 1112 1105 i1

@
S

total number of buckets in the whole map. Our new algorithm *
dramaticaly speeds up the congestion map construction wher zz
there are many global nets across the chip.

It should be pointed out that for a high congested design,
detour can not be avoided, and the assumption of Westra
al. may be not valid. Global router also need several iterations
to reroute the detour net. Note that probabilistic apprazeah . .
be extended to handle detour net by multiple iterations. The e .
high congested area is identified. In next iteration, allsnet @ ()
going over that area are identified. For each net, the bogndin Fig. 6. Error Distribution for (a) Chip A and (b) Chip B
box are expanded (like creating two gseudo pins in the corner
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V. EXPERIMENTAL RESULTS



dECFEFNAACHEE

!lt.!i!!ﬁ!i:

IIEIlil'EII4

WML WO N

lHEII!IIRII

llt..ll.t.li

lItIliHHE-II

(a) Original Usage

£
:
4
2
]
L ]
g
E

(c) Usage according to global router (c) Usage according to global router

Fig. 7. Usage map for Chip A Fig. 8. Usage map for Chip B



