Impact of NBTI on SRAM Read Stablility and
Design for Reliability

Sanjay V. Kumar, Chris H. Kim, and Sachin S. Sapatnekar
Department of Electrical and Computer Engineering, Ursiligrof Minnesota, Minneapolis, MN 55455

Abstract— Negative Bias Temperature Instability (NBTI) has *Si ©0 eH Pit
the potential to become one of the main show-stoppers of ciut / .
reliability in nanometer scale devices due to its deleterias effects
on transistor threshold voltage. The degradation of PMOS deices W
due to NBTI leads to reduced temporal performance in digital ' =y '
circuits. We have analyzed the impact of NBTI on the read Silicon (111)
stability of SRAM cells. The amount of degradation in Static

Noise Margin (SNM), which is a measure of the read stability &
the 6-T SRAM cell has been estimated using Reaction-Diffugn
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Fig. 1. Schematic description showing the generation dériate traps
|. INTRODUCTION when a PMOS transistor is biased in inversion. Figure (ijwshthe 3-D
. ) . . structure ofS¢ at the.S: — Si0O; interface in the 111 crystal orientation;,
The generation of interface traps under negative bias eondithe site containing an unsaturated electron (crystainaieh) leading to the

tions (Vgg:—Vdd) at elevated temperatures in PMOS transistof@mation of'an interface trap. Figure (ii) s_hows the — SiO interfg_ce in
. I d‘N ’t'. Bias T t InstabilitNBTD. NBTI 2-D along with theS7 — H bonds and the interface traps. Figure (iii) shows
is calledNegative Bias Temperature InstabilgMBTI). the dissociation of Si-H bonds by the holes when the PMOSceeigi biased

has proven to be a growing threat to circuit reliability inn inversion and the diffusion of hydrogen into the oxidegrtby generating
nanometer scale technology [1]-[8]. an interface trap [1].

Interface traps are formed due to crystal mismatches at
the Si-SiO, interface. During oxidation of5i, most of the
tetrahedralS: atoms bond to oxygen. However, some of the o )
atoms bond with hydrogen, leading to the formation of wedRspect to a reduction il,,. However, our work, the first of
Si-H bonds (Fig. 1(i)-(ii)). When a PMOS transistor is biasets kind, focuses on the temporal SNM degradation of SRAM
in inversion, the holes in the channel dissociate thgsgs Cells due to NBTI. We perform transistor level simulations
bonds, thereby generating interface traps (Fig. 1(iij)etface using BPTM 70nm and 100nm models [10], [11], with,
traps (interface states) are electrically active physitefects Shifted model files to simulate the effect of NBTI on PMOS
with their energy distributed between the valence and time cdievices. Simulations performed using this methodology of
duction band in theSi band diagram [1]. They are manifestedbsolute shift inV;, show that the SNM worsens by about
as an increase in absolute PMOS transistor threshold eoltj9% after 10° seconds # 3 years) for 100nm and 70nm
(|Vip]) and a reduction in absoluté,, current of PMOS G€VICeS.

devices, thereby making them slower. An increase Vi | While the application of a continuous negative bias to
not only leads to reduced temporal performance but may akbe gate of the PMOS transistor degrades its temporal per-
cause reliability issues and potential device failure. formance, removal of the bias helps anneal some of the

The effects of NBTI on digital CMOS circuits have beerinterface traps generated, leading to a partial recovethef
analyzed by authors in [2], [4], [5], [7]-[9]. While the temal threshold voltage. The process of degradation and recovery
degradation of static CMOS circuits can be offset by trdaosis is successfully analyzed using the Reaction-DiffusionD(R-
up-sizing during design [8] (to account for the decrease model. We utilize this physical phenomenon to develop a
speed of the PMOS devices due to NBTI), memory circuitsovel solution to overcome the effect of NBTI by flipping the
pose a much greater challenge. Area-speed trade-off @otuticontents of the SRAM cell periodically. This ensures that th
do not work efficiently for SRAM arrays since area is a mucBRMOS devices are subjected to periods of alternate stress an
greater concern in memory design as compared to digitalaxation (as opposed to continuous stress) allowing myma
CMOS or analog circuit design. Previous literature thatitdeaecovery of threshold voltage. We present results obtained
with the effect of NBTI on SRAM cells, such as [2] and [5]through simulations based on the R-D model, which indicate
measured the extent of degradation of SNM due to NBTI witihat abouB0% of read stability (measured in terms of SNM)



can be restored through cell flipping. Hardware and softwaaad
implementations for this novel methodology have also been Qit(¢s) = aNrr (6)

discussed. , )
The rest of the paper is organized as follows. In Section I¥here @ denotes the fixed charge densiy;; denotes the

we describe the manifestation of NBTI on PMOS thresholfitérface trapped charge densigy,, is the oxide capacitance
voltage. The simulation methodology and the results obthinP€r Unit areag.; is the work-function difference, and; is
are explained in Section Ill. Section IV focuses on the novEl€ Surface potential. _
solution to recover NBTI affected SRAM cells while Section vV The generation of interface traps due to NBTI causes a shift
provides a qualitative overview of the implementationdaled 1N the transistor threshold voltage given by
by conclusions in Section VI. AV, = 7qN1T. @
Il. EFFECT OF NBTI oN PMOS TRANSISTOR Coz
THRESHOLD VOLTAGE However, in order to account for the fact that trap genenatio
Several models have been proposed to physically explain t&ses mobility degradation which further leads to thriesho
mechanism of NBTI based on the activation energy of electrgoltage degradation [4], the above equation is modified as
chemical reactions [1], [3], [4], [6], [12]-[20]. We havead (m + 1)gNyr
the Reaction Diffusion (R-D) Model, which has been widely AV, = . (8)
used by authors in [3], [6], [17], [18], [21] on account of ox
its ability to successfully explain the physics of intedacap wherem is a measure of the additiongl, degradation caused
generation mechanism. According to the R-D model, the radge to mobility degradation [8].
of generation of interface trap®¢r) initially depends on the  Equations (3) and (8) can be used to determine the threshold
rate of dissociation of the&Si-H bonds, which is controlled voltage at any given point of time. These values can be used
by the forward rate constaiit ;) and the local self-annealingto perform transistor level simulations for a 6-T SRAM cell
process which is governed by the rate constanj [3], [17], using aV;, shifted model file, as described in the next section.
[18]. This constitutes the reaction phase in the R-D model. L. IMPACT OF NBTI oN 6-T SRAM CELL

Thus,
dNir In this section we present the simulation results on the
dt FylNo = Niz] = ke Nir N (o) @) SRAM cell shown in Igig 2. We assume that NBTI causes
whereN, is the maximum density ofi— A bonds andVy ;) the threshold voltage of the PMOS transistor modeled using
is the hydrogen density at the interface. BPTM 70nm and 100nm technology files [10], [11] to change
After sufficient trap generation, the rate of generation dfom its nominal value by 10% aftet0® seconds & 11.6
traps is limited by the diffusion of hydrogen and follows thelays). This assumption is based on the simulation results

equations, obtained by the authors in [8] using (8). Accordingly, the
value of V;,, is changed from its nominal value of -0.22V to
dN]T dNH p . .
dt: D i -0.242V for 70nm in the model file (from -0.303 to -0.3333V
AN 2N for 100nm). We have performed simulations using HSPICE
" _p= A (2) on the 6-transistor SRAM cell. The three main parameters

. ) C?t da? ) ] _analyzed are read-delay, write-delay and Static Noise Marg
whereD is the diffusion of hydrogen species. This constitutgg&snM) which is a measure of read stability. The results are

the diffusion phase in the R-D model. The above two equatiopgylated in Tables | and Il for both 100nm and 70nm devices.
can be solved for the steady state condﬂ%ﬁ = 0 to obtain

an expression foV;r as derived in [3] and [17]: WL
k¢ Nog T

Nir = [ = (Dt)**°. 3) BL BLB
K, M1 |D_ _(1 M2
This is in accordance with the power law model which states 21 1
that the generation of interface traps follows arelationship
wherea is between 0.17 and 0.3 [3], [5], [17], [22], [23]. The M5 M6
validity of the R-D model has been confirmed in [17] where Z M3 l_ _| Ma 21
experimental results conform to values obtained by sirfarat 41 I:‘ 4
The threshold voltage for a PMOS transistor from [1] and I
[24] is given by =

7
7

a

|@B]

Fig. 2. Six transistor SRAM cell

Vi =Vip — 2¢p — c (4)
whereg, = (KT/q)in(Np/n;) andQp is the depletion region i can pe seen from the tables that the read delay is virtually
charge densityVr5 is the flat band voltage given by unaffected, the write delay improves marginally, while the
Qr  Qulos) SNM of the SRAM cell decreases due to NBTI. The SNM
Vi = Oms — Co.  Co. ®) degradation as a function o¥;,| is plotted in Fig. 3 (i) and



TABLE |

PERFORMANCEDEGRADATION (AFTER10%5) FOR A100NM SRAM CELL
(Vip = —0.303V) AND 70NM SRAM CELL (Vip = —0.22V) WITH
Vagga =1V ATT =110°C

SNM DEGRADATION FOR100NM AND 70NM SRAM CELLS WITH

transistors is affected by NBTI if the cell contents are not
modified. Hence, if we periodically flip the contents of thdl,ce
the effect can be balanced out. This idea is similar in theory
to applying AC stress on the PMOS transistors as opposed to

parameter nomlnazlloorl]\lrg'l(':le!ﬁected nomlnal70nt?F?IIaﬁected DC stress. It has been experimentally Shov.vn in [13]’ [1%[1
Read delay | 187.6ps | 187.6ps 186.6ps | 186.1ps that the amount of threshold voltage shift in AC conditioss i
Wirite delay | 45.69ps | 45.31ps 40.95ps | 40.68ps much lower than that for the DC case.
SNM 0.1278V | 0.1254V 0.1007V | 0.0987V This reversible phenomenon can be successfully analyzed
using the R-D model. If we assume that the PMOS device
TABLE |I is under NBTI stress front = 0 to ¢, and goes through

a relaxation phase fot > t,, some of the generated traps

Vg = 1V AT T = 110°C are annealed. Assuming double sided diffusion, the numiber o

(ii) for the 100nm and 70nm devices respectively. It can q
seen from Table Il that NBTI increases the absolute threshag
voltage which leads to gradual reduction in the SNM. This
lead to read stability issues and can potentially causerésl

IV. RECOVERING STATIC NOISE MARGIN IN SRAM

interface traps X, (t)), at any timet > ¢, is given by

100nm cell 70nm cell

time (5) | Vip (V) | SNM (V) | Vip (V) | SNM (V)

0.303 | 0.1278 0.22 0.1007 Nir(to)
T 03039 | 0.1277 | -0.2207 | 0.1007 Nir(t > ty) = | ——F—— 9)
10! -0.3047 | 0.1277 | -0.2212 | 0.1007 14 /220 to)
102 -0.3060 | 0.1277 -0.2222 | 0.1007 '
10° -0.3083 | 0.1277 | -0.2239 | 0.1007 where N;1(to) is the total number of interface traps when
107 -0.3125 | 0.1273 -0.2270 | 0.1005 . . . rd
105 0.3200 1 0.1267 0.2324 10.0999 stress is removed and relaxation begins.tAt 2ty, 1/3
108 03333 | 0.1254 02420 | 0.0087 of the traps are annealed. The R-D model has been used
107 -0.3569 | 0.1227 -0.2591 | 0.0964 to simulate the stress and relaxation phases in [4], [9]),[17
108 -0.3988 | 0.1174 -0.2896 | 0.0915 [18], and simulation results concur with experimental hessu

Fig. 4 plots the interface trap generation versus time for
the degradation-recovery case against the case where the
PMOS device is subjected to continuous stress assuming that
e stress and relaxation periods are both equal,toWe

c srpecifically choose the stress and relaxation periods tgbal e
% to since only one of the two PMOS transistors (M1 and M2)

in the SRAM cell (Fig. 2) is under NBTI stress at any given
point of time (and the other is in relaxation phase), and we

CELLS would like to balance the effect of NBTI on both M1 and M2.

The generation of interface traps due to negative bias is 13
also accompanied by a process of annealing of these traps x10
when the negative bias applied at the gate is removed [4], [6] _ .
[9], [14], [16]-[19], [22], [23]. Thus, if the voltage apjid at 21.8 Continuous Stress
the gate of the PMOS device is regularly switched, dynamic 16 .
recovery of threshold voltage occurs and thereby significan g 1.4 _ el

. T 12 Relaxation
amount of performance can be recovered. This concept of S
performance recovery due to the application of periodiesstr b= 1
and relaxation on the gate of the PMOS device can be used % 8?
to improve the SNM of the SRAM cell. Due to the topology %04
of SRAM cells, one of the PMOS transistors is always turned -g 0.2
on while the other one is turned off. Only one of the PMOS 2 0
0051 15 2 25 3 35 4
Time (s) X 10°

0.13 0.1
0125 0.105 Fig. 4. N7 versust for two cycles of periodic stress and relaxation with
30_12 ;;0.1 to = 10° seconds against the case where there is continuous stress.
0115 0.095

011 0.09/ As can be seen from Table I, NBTI is a fairly slow mech-
0.105 0.085! anism and the amount of degradation in SNM is noticeable

01 , 0.08 only after10® seconds#£ 1.16 days). Hence, it is adequate to

035 040 045 05 022024026028 03 032034 {jin the contents of the cell at a frequency of once a day. We
Figure (i) Figure (ii) hereby present simulation results for our SRAM cell, assigmi

, _ a flipping rate of10° seconds. Using (3), (8) and (9) and

Fig. 3.  SNM versusV;,| for a SRAM cell simulated at/;,=1.0V and

the fact thatV;, changes by 10% after0® seconds [8], the

T = 110°C using (i)200nm and (iij)70nm BPTM technology.
N7 values, and thereby thi, values, can be calculated as



TABLE Il

STATIC NOISEMARGIN (VOLTS) FOR THESRAM CELL A. Periodic flipping of SRAM cells

Flipping the contents of all cells eveiy)® seconds can be

t=20 t = 10°seconds .
| Non-cell flipping Cell fipping performed either through software or hardware. _
device | SNM | SNM | ASNM | SNM | A SNM | Recovery Software approachtn the software approach, a subroutine
100nm | 0.12/8] 0.1174 | -0.0104 | 0.1205] -0.0703 | 30% is written in the system to interrupt the normal operatiothef
70nm_| 0.1007 | 0.0915 | -0.0092 | 0.0944 | -0.0063 | 29%

processor every0® seconds. The subroutine runs from the first
addressable location of the SRAM array till the last logatio
and generates an incremental address. The data from tlye arra
a function of time. A plot of|V;,| versus time is shown in is first read into the processor registers. This data is teder
Fig. 5 (i) and (ii) for the 100nm and 70nm cells respectiveljgnd written back to the same address. The address is then
The V;, values are calculated at different time intervals an@icremented and the loop runs till all the contents are flibpe

a look up table of SNM versug;, is built by simulating the The advantage of this approach is that it has zero hardware
SRAM at each value oF;,. The SNM can also be plotted asoverhead and can be programmed into existing processors by
a function of time and the plot for both the cell flipping andvriting a subroutine that runs every)® seconds. However,
non-cell flipping case is shown in Fig. 6 (i) and (ii) for 100nnfor large caches (say L3 caches) which are far away from
and 70nm devices respectively. It can be seen from Table lile processor, access to a single location may take about 100
that cell flipping (at an interval of0° seconds) reduces theclock cycles. To read the data from every address, invertdt a
amount of SNM degradation by 30% for both 100nm an@rite back takes more than 200 clock cycles per location. It

70nm devices aftet0® seconds# 3 years). is unrealistic to run this subroutine over the entire cachees
typically L3 caches are a few megabytes in size.
0.36r —— 0.265 : — : Hardware approachin the hardware approach, the SRAM
T e | 026/ Nonel fipping array is embedded with additional hardware and control sig-
0_34_>9 1 0'02?2 & nals as shown in Fi_g. 7.A1 bit_co_ntrol signal (Flip) with
Cell flipping 0.245 S two. mutually exclusive states to indicate cgche_data access
o 0.24 available to the processor and cache data being flipped é use
S 0.235 During a normal data access in the cache, the address isplace
0.31 e on the address bus and is sent to the address decoder through
R I B T B B L e e A S2 and the correspondlng word I|_nes on S3 are activated. In
Figure (i) Timels)  y10° Figure (i) Time (s) 18 case of a read operation, the data is read from the SRAM array

(S4), and the output of the sense amplifiers is the final read-
Fig. 5. |Vi,| versust for periodic stress and relaxation with — 10° data sent to the processor. Writes proceed in.a similar nmanne
seconds for (i) 100nm and (i) 70nm SRAM cell. except that the write-data is placed on the write-data bé} (S
and is written into the cache. For cell-flipping, the reathda
after the sense amplifiers (S6) is inverted and the negated da
(S5) is multiplexed with the actual processor write-data. A

0'1285 s counter capable of generating consecutive addresses §S1) i
- 0.101 = designed such that the successive word lines are activeed.
b ]

data from the bit lines are read, inverted, placed on theewrit
data bus and are written back to the same location through S7.

Nen-cell flipping Non-cell flipping

g'gi _— The counter clock cycle is equal to the read access time, plus
’ : ' the write access time, plus the overhead in inverting tha dat
0.123 Cell flipping Cell flipping

o) and placing it on the write-data bus. This process is cortinu
01234567891 01234567 8910 untlall addresses are accessed and the entire data itde t
Figure ) Time (s) 4106 Fare®  Time(s) 4108 cache is flipped.
The hardware approach is much faster compared to the

Fig. 6. SNM_ versus time for cell ﬂlpplng and non-cell fllppllmgse for (I) software approach since the data is ﬂ|pped |Oca||y using
100nm and (i) 70nm cell. inverters and written back through the multiplexers. Thalto
time of flipping depends on the size of the cache only and not
its relative distance from the processor, thereby progdiax-
imum benefit for L3 caches. Typically, in a processor system,
this flipping operation can be performed when the processor

In this section, we provide an overview of the implemerentersstand-bymode. This ensures that the normal processor
tation of cell flipping in SRAM arrays, which are typicallyoperation is not affected and also helps better maintaihecac
present in cache blocks in a processor. The two main aspemtberence since the data is not being modified by the processo
of SRAM cell flipping are the ability to flip the contents ofwhen it is being flipped internally. Further, since the cashe
all cells periodically, and the ability to read and write alatnot accessed by the processor during stand-by mode, the im-
correctly during normal course of operation, and these goact of NBTI is most significant since the cache data remains
explained in the sub-sections below. unaltered for long periods of time (due to continuous stress

V. IMPLEMENTATION OF CELL FLIPPING IN SRAM
ARRAYS



Address

direct data transfer from, say, the L3 to the L2 cache, tha dat

Flip $1 Address generated , ) . !
, by counter that is transferred to the cache may be incorrect (if trua ¢éat
L S2 Address issued to decoder  written on alternate days instead of inverted data on aitern
sram | | S5 Word Line Bus days) in the absence of efficient synchronization between th
S4 Data read from SRAM
Array Array cache data transfer controller and the processor.
1 S5 Readdata# Hardware approachin the hardware solution, the SRAM
ﬁ ifﬂg;iae‘?gata alipee N array is equipped with additional circuitry to ensure that
ﬁs7 S7 Wiitedata to SRAM Array thg correct _data comes out of and goes into the data-bus.
Coun This is achieved with the use of additional hardware and
ter o - control signals as shown in Fig. 8. The read-data after the
1 Flip
S5 75
Clock v 4“ ; Address Flip
ReadData PiELias [ S1 Address generated
1 by counter
Fig. 7. Hardware implementation showing the additionaldhere and > S2 Address issued to decoder
control signals needed in existing SRAM arrays for periathd flipping = 2 SRAM S3 Word Line Bus
= 2 Array S4 Data read from Array
= = S5 Readdata#
o) g S6 Readdata after Sense
@

Amplifiers

S7 Writedata to SRAM Array
S8 Writedata#

S9 Writedata to Mux

on PMOS transistors). Hence, maximum savings are obtaint
during prolonged stand-by mode of operation. However,éf th
processor does not enter stand-by mode exactly at the tin
desired (say every0® seconds), this flipping mechanism can
be performed as soon as the processor enters stand-by
next time. Further, the exact time interval of flipping cascal
be adjusted based on the feasibility of implementation. Th
operating system can be scheduled to perform this task on .
everyday (every).864 x 10° seconds) basis rather than every
10 seconds along with other periodic tasks that run everyda
(Simulations showed that flipping the cells ever§64 x 10°s
instead ofl 05 s gave only0.2mV improvement in SNM which
implies that the cell flipping mechanism is almost insewsiti
to small changes in the flipping interval.)

Coun
ter

2:1 Mux for

Flip

Day Readdata

—> Inverters

Wiritedata from
Processor

Readdata to
Processor

V

Fig. 8. Hardware implementation to ensure correct data egmtwrite in

B. Read and write mechanism modification for flipped SRAJ' fipping caches
cells

Modifications to the existing read and write mechanism asense amplifiers (S6) is inverted to get read-data# (S5helf t
needed since the data present inside the cache is in itsedvehardware approach shown in Fig. 7 is used for flipping the
state on alternate days. There exist two approaches toeensumtents, then this signal is already available. The resd-d
that the data is read and written correctly namely softwark a(S6) and read-data# (S5) signals are then multiplexed using
hardware approaches. a control signal (Day) which indicates the current state of

Software approach:In the software solution, when thedata (true or inverter) in the SRAM arrays. The final data
processor reads the data on alternate days (days when ttia comes to the processor is the true data irrespectivieeof t
contents of the SRAM are flipped), it must flip the contentday or state of the cache. Similarly, for writing data inte th
after it is read. Hence, every read instruction that fetateta cache, the processor always sends the true data on the write
from the cache needs to be accompanied by a succeediiaga bus. Internally this data is inverted, and write-datd a
INVERT instruction to invert the contents of the read-daia b write-data# (S8) are both fed to a multiplexer which is samil
and interpret it correctly (on alternate days). Similadiyen to the read-mux (controlled by the Day signal). The output
the data is being written into the SRAM blocks, on alternatef the write-mux (S9) is multiplexed with read-data# (S5) so
days, the inverted data needs to be written. Hence everg widis to ensure that inverted data is written during cache data
instruction needs to be preceded with an INVERT instructioflipping and processor data is written during normal couffse o

Maintaining zero hardware overhead in the software apperation.
proach ensures that the read and write access times ar€his scheme can be adopted for any type of cache and
unaffected. This technique can be implemented in existimipes not require compiler modification to read and write
systems by modifying the compiler. However, this methodata. The data that comes out of the cache and goes into
requires the insertion of an additional instruction befevery the cache is always the true data and hence inter-cache data
write and after every read instruction. The savings in hairdw transfer overriding the processor is easily possible. Hawe
delays can potentially be offset by the additional time ket the presence of a multiplexer and an inverter on the read and
to execute these INVERT instructions. Further, in the cdse write critical paths affects the access time for read andewri
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