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ABSTRACT

Several approaches to post-silicon adaptation requicbfesk from

a replica of the nominal critical path, whose variationsiatended
to reflect those of the entire circuit after manufacturingr Feal-
istic circuits, where the number of critical paths can bgdarthe
notion of using a single critical path is too simplistic. $hgaper
overcomes this problem by introducing the idea of syntlegia
representative critical path (RCP), which captures theseptex-
ities of the variations. We first prove that the requirememttze
RCP is that it should be highly correlated with the circuitage
Next, we present two novel algorithms to automatically duiie
RCP. Our experimental results demonstrate that over a nuaibe
samples of manufactured circuits, the delay of the RCP captu
the worst case delay of the manufactured circuit. The aecpag-
diction error of all circuits is shown to be below 2.8% for hot
approaches. For both our approach and the critical patliceepl
method, it is essential to guard-band the prediction to renpas-
simism: our approach requires a guard band 30% smaller tran f
the critical path replica method.

Categories and Subject Descriptors
B.7.2 [Hardware]: INTEGRATED CIRCUITS-Design Aids

General Terms
Algorithms, Design
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1. INTRODUCTION

For feature sizes in the tens of nanometers, it is widelyateck
that design tools must take into account parameter vanstitr-
ing manufacturing. These considerations are importarihgunoth
circuit analysis and optimization, and are essential taienade-
quate manufacturing yield. Parameter variations can tssified
into two categories: across-die variations and withinvdigations.
Across-die variations correspond to parameter fluctuatioom
one chip to another, while within-die variations are defiasdhe
variations among different locations within a single didgthi-die
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variations of some parameters have been observed to ballpati
correlated, i.e., the parameters of transistors or wirgtsatte placed
close to each other on a die are more likely to vary in a sirmikay
than those of transistors or wires that are far away from etioér.
For example, among the process parameters for a trandiséor,
variations of channel length and transistor widttW are seen to
have such spatial correlation structure, while paramedgations
such as the dopant concentratidiy and the oxide thickness,..
are generally considered not to be spatially correlated.

Process parameter variations have resulted in signifidaait ¢
lenges to the conventional corner-based timing analysedogm,
and statistical static timing analysis (SSTA) has been gsegd as
an alternative [1-6]. The idea of SSTA is that instead of com-
puting the delay of the circuit as a specific number, a prdibabi
density function (PDF) of the circuit delay is determinecesigjin-
ers may use the full distribution, or ti8er point of the PDF, to
estimate and optimize timing. Efficient statistical timiagaly-
sis tools have been developed based on parameterized tdsek:
statistical timing analysis [1, 2], taking into considéoat spatial
and structural correlations of the parameter variatiorteercircuit
to be analyzed. The computational efficiency of these meatlwd
made practical through a preprocessing step, propose{ imich
has shown that Gaussian-distributed correlated varigtian be or-
thogonalized using principal component analysis (PCA).

The above-mentioned statistical timing analysis toolsuseful
for presilicon analysis over an entire population of diej are in-
tended to maximize the yield over the population. The piins
analysis and optimization problem is complementary to amghs
presilicon analysis. The diagnosis problem addressessue iof
estimating the performance of a manufactured die, or déterm
ing the critical path (or paths) on the manufactured die. &/hi
this information may be gathered using time-intensive ylébst-
ing schemes, there are many instances where a faster diagmnos
necessary, e.g., in post-silicon tuning methods.

In previous literature, the interaction between presiliaoalysis
and post-silicon measurements has been addressed inl sexgsa
In [7], post-silicon measurements are used to learn a magaie
spatial correlation model to refine the SSTA framework. Ahpat
based methodology is proposed in [8] to correlate postesilitest
data to presilicon timing analysis. In [9], a statisticategaizing
approach is presented to optimize the binning yield. Thekvi®r
extended to simultaneously consider the presence of pixstrs
tunable clock tree and statistical gate sizing in [10]. Pilgton de-
bug methods and their interaction with circuit design aseased
in [11]. A joint design-time and post-silicon tuning proceed is
described in [12].

In this paper, we focus on post-silicon tuning methods tkat r
quire replicating the critical path of a circuit. Such teitjues in-
clude adaptive body bias (ABB) or adaptive supply voltag&VA
[13—15]. The approach that is used in [13—15] employs acamf



the critical path at nominal parameter values (we call thésrtom-
inal critical path), whose delay is rapidly measured andduse
determine the optimal adaptation. However, this has olsvjyab-
lems: first, itis likely that a large circuit will have morezah a sin-
gle critical path, and second, a nominal critical path mayeltdif-

ferent sensitivities to the parameters than other neticarpaths,
and thus may not be representative. We quantitativelytitibs
this problem in our experimental results. An alternativerapch
in [16] uses a number of on-chip ring oscillators to capthespa-
rameter variations of the original circuit. However, thigpeoach
requires measurements for hundreds of ring oscillatora forcuit

with reasonable size and does not provide an explicit atipath.

Another post-silicon optimization technique uses dynavoit-
age scaling [17,18]. In [17], a delay synthesizer, compadé¢idree
delay elements, is used to synthesize a critical path asoparntly-
namic voltage and frequency management system. Howewer, th
control signals of the synthesizer is chosen arbitrarity duerefore
it is not able to adapt to a changing critical path as a resyt@
cess variations. In [18], the authors compensate this enobising
a pre-characterized look up table (LUT) to store logic spaed
interconnect speed inside different process bins. A logit ia-
terconnect speed monitor is then used as an input to setecigtn
the LUT control signals to program a critical path. Howevae
authors use simplified circuitry for the speed monitor, éstirtgy of
only one logic dominated element and one interconnect dat@ih
element, and assume that the results are generally afplicaall
parts of the circuit. In the presence of significant withia-dari-
ations, this assumption becomes invalid. Moreover, thecamh
requires substantial memory components even for procasoba
very coarse resolution, and is not scalable to fine grids.

In this paper, we propose a new way of thinking about the prob-
lem. We automatically build an on-chip test structure ttegitares
the effects of parameter variations on all critical patlsthat a
measurement on this test structure provides us a reliabtiqtion
of the actual delay of the circuit, with minimal error, fot edan-
ufactured die. The key idea is to synthesize a test strugthose
delay can reliably predict the maximum delay of the circuitdler
across-die as well as within-die variations. In doing so,tale
advantage of the property of spatial correlation betweearpater
variations to build this structure and determine the phaldiaca-
tions of its elements.

The test structure that we create, which we refer to asepee-
sentative critical patfRCP), is typically different from the critical
path at nominal values of the process parameters. In pkaticu

2. PROBLEM FORMULATION

In this paper, we use the grid-based model from [1] to capture
spatially correlated parameter variations. The chip igdi into
a number of grids tailored for the size of the circuit. Vdoas of
the same process parameter inside each grid are taken tdiybe fu
correlated, and the correlation is a decreasing functiatisténce:
specifically, variations inside nearby grids show higharelation
than variations within grids that are far away. For différprocess
parameters, it is assumed that there are no correlations.

Our overall approach can be summarized as follows. We have
a circuit whose delay can be represented as a random variable
Using the method presented in this paper, we build the RCRe&vho
delay can be represented by another random varidpléifter the
circuit is manufactured, we measure the delay of the RCFfiadd
that it equalsi,,. In other wordsd,,,- corresponds to one sample
of d,, for a particular set of parameter values. From this measured
value ofd,, we will infer the valued..., of d. for this sample, i.e.,
corresponding to this particular set of parameter values.

We assume that all parameter variations are Gaussiarbdisl,
and the delay of both the circuit and the critical path canpprax-
imated by an affine function of those parameter variation®nF
previous work, e.g., [1], we know that we can get these fanstby
performing SSTA, and we can obtain baethandd, as Gaussian-
distributed PDFs.

Letd. ~ N (pte,0c), dp ~ N (up,0p), and let the correlation
coefficient ofd. andd, bep. Then, from the basic theory of statis-
tics, we know that the joint PDF af. andd,, is
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Ca = —m (dcr - (Hc + (dpr — Hp))) :
Therefore the conditional distribution @f.. is a Gaussian with
meanzie + 22¢ (dpr — 1) and variancer? (1 — p?).
The mean can be interpreted as the predicted value of thg dela
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a measurement on the RCP provides the worst-case delay of theof the circuit, then the variance is the mean square erranfofite

whole circuit, while the nominal critical path is only valichder
no parameter variations, or very small variations. SineeREP is
an on-chip test structure, it can easily be used within exjgtost-
silicon tuning schemes, e.g., by replacing the nominaicalipath
in the schemes in [13-15]. While our method accurately captu
any correlated variations, it suffers from one limitatibatis com-
mon to any on-chip test structure: it cannot capture thectsffef
spatially uncorrelated variations, because by definitibere is no
relationship between those parameter variations of a testtsre
and those in the rest of the circuit. To the best of our knogded
this work is the first effort that synthesizes a critical patthe sta-
tistical sense. The physical size of the RCP is small enolgtitt
is safe to assume that it can be incorporated into the cifasing
reserved space that may be left for buffer insertion, decsgrtion,
etc.) without significantly perturbing the layout.

The remainder of the paper is organized as follows. Section 2
introduces the background of the problem and formulatepribie-
lem mathematically. Next, Section 3 illustrates the deth#lgo-
rithms of our approach. Experimental results are provigeSdc-
tion 4, and Section 5 concludes the paper.

samples. From a least squares perspective, it is desiaibni-
mize the variance, so that the mean is an estimate of thatai®eu

lay with the smallest mean square error. For the term reptiese

the variance of the conditional distribution, is fixed because we
have no control over the original circuit, and therefore, thriance

of the conditional distribution is dependent only @nMinimizing

the variance is thus equivalent to maximizipg In other words,
this is a formal statement of the intuitive observation thatprob-

lem is to build a RCP whose delay has the maximum correlation
coefficient with the delay of the whole circuit.

3. GENERATION OF THE CRITICAL PATH

3.1 Overview of the SSTA Framework

Block-based parameterized statistical timing analysis@dures
propagate the PDF of the arrival time at the output of eack gat
during a topological traversal of the circuit, using a canahform.
This canonical form typically consists of a mean (i.e., tloenix
nal value) and a set of normalized independent sources @-var
tion (equivalent to Principal Components (PCs), which cammb-



tained by applying PCA to the covariance matrix of the sfigtia
correlated process parameters), and a term for spatiatigree
lated sources of variation.

We use parameterized SSTA to obt@inas an affine function
in the canonical form. We will show that this canonical forim,
which the variables in the affine function consist of the?Cs and
the independent parameter, makes the calculation of thelation
coefficientp defined in Section 2 much easier.

The canonical expression fdg is shown below:

m
dc:uc+zaipi =pc+a'p+Re, 1
=1

whered,, u. are defined in Section 2, and. is the mean ofi.
obtained from SSTA, and represents the nominal valué.ofThe

random variableR. is the independent term defined in [19] whose

variance is recorded as SSTA is performed. The random Varab
corresponds to thé" PC, and is Gaussian distributed 50, 1);

note thatp; andp; for ¢ # j are uncorrelated by definition, due to

the property of PCA. The parameteris the first order coefficient
of d. with respect tg;. We have stacked adl; variables together
to form the vector, andp is the vector that contains ail.

The values of these principal components for a given manufac

tured part are identical for the circuit and the RCP sincg tiath
lie on the same chip. A statistical timing analysis of thithpaelds
another delay expression in canonical form:

m

dp =pp+» bipi =y + b p+ R,y @)

1=1
whered,, u,, are defined in Section 2, ang, b;, b, p, R, are all
inherited from Equation (1). The correlation coefficientdofand
d, is easily computed as
a’b

OcOp

p= ®)

whereo. = ,/aTa+ 0% ando, = |/b"b+ 0% . Animpor-

tant point to note is that only depends on the coefficients of the

PCs for both the circuit and the critical path and their iretegent
terms.
As discussed in Section 2, the mean of the conditional bistri

tion f (de = der|dp = dpr), Which is used to estimate of the circuit

delay, is:

T
poc a b
d'r_ = Hc
Up(p tp) M—l—ap

H= e + (dpr — 1p) . (4)

The variance which is also the mean square error of the tircui

delay estimated using the above expressiomi§l — p). Our
goal is to build a critical path with the largest possiple

Our theory assumes that the effects of systematic vargtian
be ignored, and we will show, at the end of Section 4, thatithis
a reasonable assumption. However, it is also possible Endxt
the theory to handle systematic variations in parametexsdan
be controlled through design: for a fully characterizedetygb sys-
tematic variation, we can compensate for it by choosing fieshi
nominal value for the parameter.

3.2 Two Approaches for Generating the
Critical Path

In this work, we propose two methods for generating the RCP.

The first is based on sizing gates on an arbitrarily chosernimaim
critical path, while the second synthesizes the RCP froratsir
using cells from the standard cell library.

3.2.1 Method I: Critical Path Generation Based on
Nominal Critical Path Sizing

As described in Section 1, the nominal critical path fallersh
of our need to capture the worst case delay of the circuit aiter
reasonable parameter variations. However, it is intUititreie that
variations along a critical path have some relationshiféoviaria-
tions in the circuit. Our first approach proceeds along thiigiiive
direction: it begins with a critical path of the circuit, antbdifies
it to meet the criteria described in Section 2, in order taiemshat
it closely tracks the delay of the critical path in the mactfeed
circuit.

For an optimized circuit, it is very likely that there are tiple
nominal critical paths with similar worst case delays at mah
parameter values. To make our approach as general as posaibl
pick the one nominal critical path that has the largest woasie
delay at nominal values, even if its delay is only larger tadaw
other paths by a small margin. If there are multiple suchgatte
arbitrarily pick one of them. We show in Section 4 that evethwi
this relaxed choice, after the optimizations presenteligsection,
our method can produce very good results.

Algorithm 1 Variation-aware critical path generation based on siz-
ing.

1: Perform deterministic STA on the original circuit and fitte
maximum delay path as the initial RCP. If there is more than
one such path, arbitrarily pick any one.

2: Perform SSTA on the original circuit to find the PC coeffitie
corresponding to the vectarand the variance of the indepen-
dent term.

3: Perform SSTA on the initial RCP to find its PC coefficientd an
the variance of its independent term. Calculate the cdiogla
coefficientp® between the delay variables of the original circuit
and the initial RCP.
k=1
: while (1) do
for each gate on the critical patido

Bump up its size by multiplying it by a factdr, keeping
all other gate sizes unchanged from iteration 1

8: Computep? as the correlation coefficient for this modi-

fied RCP with the original circuit

9: endfor
10:  Choose such thap? is the largest, and spt = p¥
11:  if p* > Othen
12: Set the RCP to be the RCP from iteratior- 1, except

that the size of gateis bumped up by factoF'.
13: else

Noak

14: break
15: endif
16: end while

An outline of the procedure is illustrated in Algorithm 1. We
begin with a nominal critical path of the circuit, chosen asatibed
above, and replicate it to achieve an initial version of tigPRThis
is refined by iteratively sizing the gates on the path, usigeeady
algorithm, in such a way that its correlation with the citaelay
is maximized.

The first step of the approach involves performing STA on the
circuit to identify a nominal critical path, which is pickeas the
initial version of the RCP. Next, we perform SSTA on the citcu
to obtain the PDF of the circuit delay,, in canonical form. In
other words, this analysis provides us with the coefficiaftthe
PCs in the circuit delay expression. We repeat this proeethr
the RCP, to obtain the coefficients of the PCs in the expredsio
the delayd,, of the RCP. Based on these two canonical forms, we



can compute the correlation coefficiept, between the two delay
expressions.

The iterative procedure changes the size of gates on therturr
RCP, using a TILOS-like criterion. In tHé" iteration, we process
each gate on the RCP, and alter its size by multiplying its current
size by a constant factor, while leaving all other gate sidestical
to iterationk — 1. We perform SSTA on this modified RCP to
obtain the new PCs corresponding to this change, and ctdhla
new correlation coefficienj®. Over all gates on the current RCP,
we greedily choose to up-size the ggtevhose perturbation that
provides the maximum improvement in the correlation coiefic
We then update the RCP by perturbing the size ofjthend set the
value ofp* to p?. We repeat until there is no improvement in the
correlation coefficient is possible, or if the sizes of gaethe RCP
become too large.

We can save on the computation time by exploiting the fadt tha
the RCP is a single path, and that SSTA on this path only ieglv
sum operations and no max operations. When the size of a gat
is changed, the delays of most gates on the critical pathedire |
unchanged. We only perform SSTA on the few gates and wires
that are directly affected by the perturbation, insteadesfgrming
SSTA on the entire path. However, we still have to walk thfoug
the whole path to find the gate with the maximum improvement.
If the number of stages of a nominal critical path is boundgd,b
and the sizing procedure takés iterations, then the run time of
Algorithm 1isO (Ks).

The final RCP is built on the chip, and after manufacturing, it
delay is measured. Using Equation (4) in Section 3.1, we tmexy t
predict the delay of the circuit.

A significant advantage of this approach is that by choosing a
nominal critical path as the starting point for the RCP, aafthing
the RCP iteratively to improve its correlation with the ciitadelay,
this approach is guaranteed to do no worse than one thatheses t
unmodified nominal critical path, e.g., in [13-15]. For aait that
is dominated by a single critical path, this method is guteah to
find that dominating path.

The primary drawback of this method is also related to thé fac
that the starting point for the RCP is a nominal critical pafihis
fixes the structure of the path and the types of gates thabeatdd
on it, and this limits the flexibility of the solution. Our gent so-
lution inherits its transformations in each iteration frtme TILOS
algorithm, and changes the size of the circuit. Howeverrimgple
the idea could also be used to consider changes, in eachidtera
not only to the sizes but also to the functionality of the gaie the
RCP by choosing elements from a standard cell library, sotliea
delay of the modified RCP (with appropriately excited sidptits)
shows improved correlations with the circuit delay. Anatpessi-
ble enhancement could be to select the nominal critical it
the highest initial correlation coefficient with the cirtdelay, in-
stead of choosing this path arbitrarily. These extensioag be
considered in future work, but Section 4 shows that evenowith
them, our approach still produces good results.

3.2.2 Method II: Critical Path Generation Using
Standard Cells

The second approach that we explore in this work builds the RC
from scratch, using cells from the standard cell libraryt thaised
to build the circuit. The problem of forming a path that opiig
connects these cells together to ensure high correlatittmdyican
be formulated as an integer nonlinear programming probldmere
the number of variables corresponds to the number of litzallg,
and the objective function is the correlation between théstical
delay distributiond,,, of an RCP consisting of a set of these cells,
andd..

The integer nonlinear programming formulation is listetble

aTb(N;)

maximize p= JaTatoh, \/b(NS)Tb(NSH»O'%p(NS) (5)
s.t. N, € Z"
e’ N, <s

b =X}, Nsb;
2 n 2
ORp, = 2i:1NsiURpi

The objective function above is the correlation coeffigientbe-
tweend, andd., as defined by Equation (3). The variableepre-
sents the number of possibilities for each stage of the R@Pte
vectorN = [Ns1, Nsa, - -, Nsn]T, whereNs; is the number of
occurrences of in the RCP.
The first constraint states the obvious fact that each eleofen

N, must be one of the allowable possibilities. In the second con
strainte = [1,1,- - - ,1]7, so that the constraint performs the func-

€tion of placing an upper bound on the total number of stag#sen

RCP. For the purposes of this computatiaranda%c come from

the canonical form of the circuit delay., and are constant. The
values ofb anda%p are functions ofN s, where the mapping cor-
responds to performing SSTA on the RCP to find the vector of PC
coefficientsb and the variance of the independent teRnin the
canonical form. The termb;,1 < ¢ < n are the PC coefficients
corresponding to each stage of the RCP, Bpdcorrespond to their
independent terms, so thaando—f;p are related tdN , through the
last two constraints.

Since (6) does not easily map on to any tractable problem that
we are aware of, we propose an incremental greedy algordbm,
scribed in Algorithm 2, which is simpler. While this algdmit is
not provably optimal, it is practical in terms of its comptidaal
cost. We begin by recalling that our problem is to make the cor
relation coefficient betweed. andd, as large as possible. The
algorithm begins by performing SSTA on the original cirdoite-
termined..

Algorithm 2 Critical path generation using standard cells.

1: Initialize the RCPP to be the initial load N'V'.

2: Perform SSTA on the original circuit to findl. in canonical
form, and also compute the canonical form for the delay of
each of thev x ¢ choices for the current stage.

: Calculate the load.*~! presented by thék — 1)-stage RCP
computed so far.

: With L*~! as the load, perform SSTA on thex ¢ choices for
stagek.

. Statistically add the canonical expressions for the ydeltz
each of the x ¢ choices with the canonical form for the delay
of the partial RCP computed so fdp, Calculate the correla-
tion coefficient between the summed delays and the delay of
the original circuit for each case.

6: Select the choice that produces the largest correlateffic
cient as stagé in path P.

: Goto Step 3.

w

During each iteration, the RCP is constructed stage by stage
where astageis defined as a gate, together with the interconnects
that it drives. If we have types of standard gates, anpdypes of
metal wires, then in each iteration we havex ¢ choices for the
stage to be added. For an RCP withstages, this corresponds to
a search space @b x ¢)™. Instead, our method greedily chooses
one of thep x g choices at each stage that maximizes the correlation
of the partial RCP constructed so far with, thereby substantially
reducing the computation involved.

The approach begins at the end of the critical path. We assume



that it drives a measurement device such as a flip-flop, anplatte
of the device that the critical path drives is an inveitdfV. There-

fore, for the first iteration, this inverter is taken as thadpand it

corresponds to a known load for the previous stage, whichbeil
added in the next iteration.

In iterationk, we append each of thex ¢ choices to the partial
RCP from iteratiork — 1, and perform SSTA for all of these choices
to obtain the coefficients for the PCs, and the correlaticth v,
using Equation (3). The choice that produces the largestiedion
coefficient is chosen to be added to the critical path. The foa-
sented by this choice to the previous stage is then calcllated
the process is repeated. During the process of building tbE, R

there may be cases where a wire on the RCP crosses the boundary

between two correlation grids: if so, the current gate aedotine it
drives belong to two different grids, and the wire connegtilem
must be split into two parts to perform the SSTA.

A complimentary issue for this algorithm is related to detier

in Table 1. As in many previous works on variational analysis
assume that for each parameter, half of the variationatitoribn
is assumed to be from across-die variations and half frorhimvit
die variations. We usBlinnSSTA1] to perform SSTA, in order to
obtain the PC coefficients fat.. All programs are run on a Linux
PC with a 2.0GHz CPU and 256MB memory.

Table 1: Parameters used in the experiments.

L W Wint Tint Hup

(nm) | (nm) | (nm) | (nm) | (nm)
1 | 60.0 [ 150.0| 150.0| 500.0| 300.0
301120 225 | 30.0 | 75.0 | 45.0

We first show the results of the algorithm that corresponds to
Method I, described in Section 3.2.1, synthesizing the RgP b

ing the physical layout of each stage. We assume that the RCPmodifying a nominal critical path of the original circuith€ initial

moves monotonically: for example, the signal direction bheri-
zontal wires between stages must be the same, and the saoe is t
of signal directions on all vertical wires. Because of syrmnef
the PCA results, we only choose the starting points to be ftiwm
bottom grids of the die. For a given starting point, the nogitivould
span to the right and upper part of the circuit. It should edthat
systematic variations would affect the sensitivities @f parameter
values, causing PC coefficients of cells at symmetric looatinot
exactly symmetric. However, because systematic varigitiam be
pre-characterized before statistical analysis by a chahgeminal
values at different locations, we show in Section 4 that ageable
disturbance of the nominal values would not significantfgetfthe
final results. The procedure continues until the numberazfest in

sizes of the gates are their sizes after timing optimizatiia only
show the results of the larger circuits, since these are mealés-
tic, less likely to be dominated by a small number of critigaths,
and are large enough to allow significant within-die vadasi. Of
these, circuit s9234 is smaller than the others, and is elividto
16 spatial correlation grids, while all other circuits argded into
256 grids.

In our implementation of Method I, we do not consider conges-
tion issues. We assume both the critical path replica meamat
Method | can perfectly replicate the nominal critical patiglud-
ing the interconnects, to give them a fair comparison. Irciice,
Method | can route the replicated nominal critical path ia same
way as any of the prior critical path replica methods rembite

the RCP reaches a prespecified maximum, or when the monotonicprevious literature.

path reaches the end of the layout.

If the number of stages of the RCP is boundedsbgnd the
number of starting points we try is, the runtime of method ||
is O(wpgs), because at each stage we have ¢ choices. In com-
parison to Method I, if the bound of maximum number of stages f
each method is comparable, then the comparison betieand
w X p X g determines which method has the longer asymptotic run
time.

We use a set of Monte Carlo simulations to evaluate the RCP.
For each circuit being considered, we perform 10,000 M@ddo
simulations, where each sample corresponds to a mangdadie.

For each sample, we compute the delay of the RCP, the delag of t
original circuit, and the delay of the nominal critical patiat may
be used in a Critical Path Replica method, as in [13-15].

The delay of the RCP is then used to compute the circuit delay

using Equation (4) in Section 3.1. This computed circuitaglel

This approach has the advantage of not being tied to a specificcalled the predicted delay,,cq:., is compared with the delay of

critical path, and is likely to be particularly useful wheretnum-
ber of critical paths is large. However, for a circuit witheodomi-
nant critical path, this method may not be as successfuleafirt
method, since it is not guided by that path.

4. EXPERIMENTAL RESULTS

We demonstrate the effectiveness of the approaches peesent
in this paper on the ISCAS89 benchmark suite. The netlists ar
first sized using our implementation of TILOS: this ensuted the
circuits are realistic and are a reasonable number of afipiaths.
The circuits are placed using Capo [20] and global routintpés
performed to route all of the nets in the circuits.

The variational model uses the hierarchical grid model i {2
compute the covariance matrix for each spatially correlptram-
eter. Under this model, if the number of grid<Gsand the number
of spatially correlated parameters being consideref,ithen the
total number of PCs is no more thaR  G). The parameters that
are considered as sources of variations include the aféectian-
nel lengthL, the transistor widthV, the interconnect widthVin:,
the interconnect thicknesE: and the inter-layer dielectriél.p.
The width W is the minimum width of every gate before the TI-
LOS sizing. We use two layers of metal. Parameters on differe
layers of metal are considered to be independent. The p&eesne
are Gaussian-distributed, and their mean amd/alues are shown

the circuit, referred to as the true deldy, ... The prediction error
is defined as
|dt7‘ue - dp7‘edic|

x 100%. (6)
dt'r‘ue

For purposes of comparison, we also calculate the accopiizg

diction error for the Critical Path Replica method.

In order to maximize yield, we must addgaiard bandfor the
predicted delay values to ensure that the predictions asmpéstic.
Therefore in this set results we also compare the guard beedkad
to make 99% of the delay predictions pessimistic for bothHddt
I and the Critical Path Replica method, respectively.

Table 2: A comparison between Method | and the Critical Path
Replica (CPR) Method.

Circuit Average error Maximum error Guard band (ps)

Method T CPR | MethodT CPR| MethodT | CPR
s9234 1.59% | 2.84% 10.51% | 15.20% 285 | 441
s13207 0.59% | 1.07% 6.30% | 7.33% 20.3 | 28.6
515850 1.16% | 2.13% 8.99% [ 11.52% 39.0 | 56.9
s35932 2.35% [ 5.77% 13.72% | 20.83% 33.7 | 59.1
s38584 1.98% [ 3.26% | 14.70% | 17.66% 489 | 74.2
s38417 2.80% | 5.24% | 15.80% | 21.32% 532 | 84.1




Table 3: Conditional standard deviation, number of stagesdr
RCP, and CPU time of Method I.

Circuit | Avg % Max % No. stages| CPU time
s9234 2.35% 2.94% 67 24.17s

513207 1.10% 1.47% 71 208.77s
s15850 1.43% 1.86% 96 554.33s
s35932| 2.51% 3.14% 36 415.28s
s38584| 2.35% 2.94% 66 158.16s
s38417 3.13% 3.90% 41 113.53s

The results of the comparisons are presented in Table 2,ewher
the rows are listed in increasing order of the size of the berack
circuit. For Method | as well as the Critical Path Replica EJP
Method, we show the average error and maximum error over all
samples of the Monte-Carlo simulation. All of the averag®mer
of our approach are belo8% and both the average errors and max-
imum errors are significant improvements compared to thec@i

axis, shown using a solid line. It is easily seen that for thg-c
cal path replica method, the delay of the Critical Path Repis
either equal to the true delay (when it is indeed the critah of

the manufactured circuit) or smaller (when another pattoires
more critical, under manufacturing variations). On theeothand,

for Method 1, all points cluster very close to the= y line, an
indicator that the method produces accurate results. Tlag gee-
dicted by our approach can be larger or smaller than theitircu
delay, but the errors are small. Note that neither Method ltihe
Critical Path Replica Method is guaranteed to be pessicnibtit
such a consideration can be enforced by the addition of adguar
band that corresponds to the largest error. Clearly, Methzmh

be seen to have the advantage of the smaller guard band & thes
experiments.

Our second set of experiments implement the algorithm €eorre
sponding to Method I, presented in Section 3.2.2. The mawrim
number of stages we allow for the critical path we create &mhe
circuit is 50, comparable to most nominal critical pathstfo cir-
cuits in our benchmark suite. We use 7 standard cells at ¢agh,s
and 2 metal layers. Therefore we have 14 choices for eack.stag

Path Replica method. The guard bands needed by the two nsethod As in Method I, we did not consider congestion issues here and

are listed in the last two columns. The guard band for Methiod |
each circuit is observed to be much smaller than the CriBeah
Replica method. The advantage of Method | becomes pantigula
noticeable for the larger circuits.

The conditional variance derived in Section 2 defines thdicon
dence of our estimate. Therefore we show the conditionatisial
deviationo..»q as a percentage of the conditional meap,,q in
Table 3. Becausg@..nq is different for each sample, we list the
averagezw—"j and the maximurrf;w—"j over all samples for each

circuit. In order to provide more’ information about the RCE w

assume that the critical path replica method can perfeepiiaate
the nominal critical path. In practice, Method Il can easigndle
congestion issues by assigning a penalty to congested aeas
selecting wire directions. The setup of the Monte-Carlasations
are similar to the first set of experiments. The correspandimors
and guard bands are shown in Table 4. Since this Monte Canlo si
ulation is conducted separately from that in Table 2, thezerdanor
differences in the error for the Critical Path Replica, etleough
both tables use the same Critical Path Replica as a basisfior ¢
parison. The average and maximlﬁthj, the number of stages

generate, we also show the number of stages for each RCP in thefor each RCP, as well as the run times are shown in Table 5. The

table. In this case, the number of stages for each RCP is the sa
as the nominal critical path for that circuit. The last cotunf the
table shows the CPU time required by Method | for these bench-
marks.

The run time of Method | ranges from a few seconds to around 9
minutes. The conditional standard deviation is typicalyol 3%
of the conditional mean on average.

535932 by Method | $35932 by Critical Path Replica
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predicted delay (ps)
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(@)

Figure 1: The scatter plot: (a) real circuit delay vs. predided
circuit delay by Method | and (b) real circuit delay vs. pre-
dicted circuit delay using the Critical Path Replica method

To visually indicate the performance of Method I, we drawtsca
ter plots of the results for circuit s35932 in Figure 1(a)Ntethod
I, and in Figure 1(b) for the Critical Path Replica. The horital
axis of both figures is the delay of the original circuit foraargple
of the Monte-Carlo simulation. The vertical axis of Figur@)lis
the delay predicted by our method, while the vertical axiBigtire
1(b) is the delay of the nominal critical path, used by theti€ail
Path Replica method. The ideal result is represented by they

advantage of Method I, again, increases with the size dfiticeit.

Table 4: A comparison between Method Il and the Critical
Path Replica (CPR) Method.

Circuit Average error Maximum error Guard band (ps)

Method T CPR | Method I CPR | Method T | CPR
59234 1.98% | 2.84% 10.57% | 15.15% 31.4 | 44.0
513207 1.51% | 1.06% 8.51% | 7.22% 353 26.5
515850 1.73% | 2.14% 9.22% | 10.97% 4541 56.9
$35932 2.27% | 5.80% 13.91% | 21.34% 32.3 | 59.9
538584 2.11% | 3.29% 10.89% | 17.12% 430 72.1
38417 2.28% | 5.27% 12.01% | 22.88% 424 84.2

Table 5: Conditional standard deviation, number of stagesdr
RCP, and CPU time of Method II.

Circuit | Avg ﬁ Max ﬁ No. stages| CPU time
s9234 2.18% 2.79% 49 0.1s
s13207 1.75% 2.31% 30 15.7s
s15850 1.88% 2.45% 50 15.1s
s35932 2.19% 2.81% 50 16.7s
s38584 2.14% 2.73% 50 18.6s
s38417 2.13% 2.77% 50 15.5s

It is observed that for almost all cases, the average and-maxi
mum errors for Method Il are better than those for the CrifRath
Replica method. The exception to this is circuit s13207,clwhis
dominated by a small number of critical paths, even aftengiz
using TILOS. We illustrate this using the path delay histmgrin
Figure 2(a), which aggregates the delays of paths in thel size
cuit into bins, and shows the number of paths that fall intchean.



In this case, it is easily seen that the number of near-atipaths

is small. In contrast, Figure 2(b) shows the same kind obgistm

for circuit 9234, which is more typical over the other benelnks:

in this case it is seen that a much larger number of paths is nea
critical, and likely to become critical in the manufacturactuit,
due to the presence of variations.

513207 after TILOS 59234 after TILOS
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Figure 2: Histograms of path delays of (a) s13207 and (b) s923
after TILOS optimization.

Under the scenario where the number of near-critical paths i
small, it is not surprising that Method Il does not performna|
as a critical path replica. First, as pointed out in Sectich23
Method Il does not take advantage of any information aboet th
structure of the original circuit, and is handicapped inhbsacase.
Moreover, the unsized circuit s13207 was strongly domuhatea
single critical path before TILOS sizing; after sizing, tyimized
near-critical paths are relatively insensitive to paramneariations,
meaning even if one of these becomes more critical than theé-no
nal critical path on a manufactured die, it is likely to havermor
less the same delay.
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Figure 3: The scatter plot: (a) real circuit delay vs. predided
delay by Method Il and (b) real circuit delay vs. predicted dday
using the Critical Path Replica method.

We also show scatter plots for both our approach and crititi
replica in this case, in Figure 3(a) and Figure 3(b), respelgt The
figures are very similar in nature to those for the first apghoand
similar conclusions can be drawn. In comparing Methods |land
by examining the numbers in Tables 2 and 4, it appears that ihe
no clear winner, though Method Il seems to show an advantage f
the largest circuits, 35932 and s38417. With our limitethber of
choices for each stage of the RCP, referring to discussiomstaun
time in Section 3.2.2, it is not surprising that Method Il dster in
terms of CPU time, as is shown in Table 5. The algorithm firsshe
within a few seconds for all of the benchmark circuits.

RCP for s38417
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Figure 4: The RCP created by Method Il for circuit s13207.

Next we show the location of the critical path we build forcciit
s38417 using Method Il on the chip in Figure 4. The figure shows
the die for the circuit. The size of the die is determined by ou
placement and routing procedure, and the dashed linesatedice
spatial correlation grids. The solid bold lines are the wioé the
critical path. The figure shows that the critical path growsai
monotonic direction and it starts from one of the grids attbiom
of the chip, both due to the layout heuristics discussed ttiGe
3.2.2.

In order to gain more insight into the trend of improvemerthef
correlation coefficients, Figure 5 shows the correlatioefficient
of Method Il after each stage is added for one starting pdihe
result for Method | is similar.
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Figure 5: Trend of correlation coefficient after each iteration.

Finally, we experimentally demonstrate that our assumpbb
neglecting systematic variations is reasonable. We detratashis
on Method Il, and show that a reasonable change in the nopénal
rameter values of the RCP cells due to systematic variatiausd
not affect the final results by much. This justifies our hdigit
only choose the starting point of the RCP at the bottom of tee d

The experiment proceeds as follows: after the RCP is budt, w
disturb the nominal values of all parameters associatel thi
RCP by 20%, while leaving those of the original circuit unper
turbed. This models the effect of systematic variationsengtthe
RCP parameters differ from those of the original circuit. $tew
the final results of the scatter plots for circuit s38417,hwand
without disturbance, in Figures 6(a) and 6(b), respegtivét is
shown that the plots are almost identical, and the average isr
2.26% with disturbance as compared to 2.28% for the nornsa.ca

The intuition for this can be understood as follows. The eorr



538417 by Method Il with disturbance 538417 by Method Il without disturbance
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Figure 6: Scatter plots of s38417 with and without nominal
value disturbance for the RCP, to model systematic variatios.

lation between the original circuit and the RCP depends ercth
efficients of the PCs in the canonical expression. The coeffis
depend on the sensitivities of the delay to variations, astdon
their nominal values. Although the delay is perturbed by 20%
corresponding change in the delay sensitivity is much lpwed
this leads to the small change in the accuracy of the results.

5. CONCLUSION

In this paper, we have presented two novel techniques te auto

matically generate a critical path for the circuit to captadl of
the parameter variations. Experimental results have stioatrour
methods produce good results.

6. REFERENCES
[1] H. Chang and S. S. Sapatnekar, “Statistical Timing Agsly

Considering Spatial Correlations using a Single PERT-Like

Traversal,” inProceedings of the IEEE/ACM International
Conference on Computer Aided Desigp. 621-625, Nov.
2003.

[2] C. Visweswariah, K. Ravindran, K. Kalafala, S. G. Walker
and S. Narayan, “First-Order Incremental Block-Based
Statistical Timing Analysis,” ifProceedings of the
ACM/IEEE Design Automation Conferengpm. 331-336,
June 2004.

[3] Y. Zhan, A. J. Strojwas, X. Li, L. Pileggi, D. Newmark, and
M. Sharma, “Correlation-Aware Statistical Timing Analysi
with Non-Gaussian Delay Distributions,” Proceedings of
the ACM/IEEE Design Automation Conferenpp. 77-82,
June 2005.

[4] J. Le, X. Li, and L. Pileggi, “STAC: Statistical Timing

Analysis with Correlation,” ifProceedings of the ACM/IEEE

Design Automation Conferengep. 343-348, June 2004.
[5] A. Agarwal, D. Blaauw, V. Zolotov, and S. Vrudhula,

“Statistical Timing Analysis Using Bounds and Selective

Enumeration,” inrProceedings of the ACM/IEEE

International Workshop on Timing Issues in the Specificatio

and Synthesis of Digital Systeppp. 29-36, Dec. 2002.
[6] A. Devgan and C. Kashyap, “Block-based Static Timing

Analysis with Uncertainty,” irProceedings of the IEEE/ACM

International Conference on Computer Aided Design
pp. 607—614, Nov. 2003.

[7] B. Lee, L. Wang, and M. S. Abadir, “Refined Statistical
Static Timing Analysis Through Learning Spatial Delay
Correlations,” inProceedings of the ACM/IEEE Design
Automation Conferenc@p. 149-154, July 2006.

[8] L. Wang, P. Bastani, and M. S. Abadir, “Design-Silicon
Timing Correlation—A Data Mining Perspective,” in

9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

Proceedings of the ACM/IEEE Design Automation
Conferencepp. 385-389, June 2007.

A. Davoodi and A. Srivastava, “Variability Driven Gate
Sizing for Binning Yield Optimization,” irProceedings of
the ACM/IEEE Design Automation Conferenpp. 956-964,
July 2006.

V. Khandelwal and A. Srivastava, “Variability-Driven
Formulation for Simultaneous Gate Sizing and Postsilicon
Tunability Allocation,” in Proceedings of the International
Symposium on Physical Desjgp. 11-18, Mar. 2007.

M. Abranmovici, P. Bradley, K. Dwarakanath, P. Levin,

G. Memmi, and D. Miller, “A Reconfigurable
Design-for-Debug Infrastructure for SoCs,"Roceedings
of the ACM/IEEE Design Automation Conferenpp. 7-12,
July 2006.

M. Mani, A. Singh, and M. Orshansky, “Joint Design-Time
and Post-Silicon Minimization of Parametric Yield Loss
using Adjustable Robust Optimization,” Rroceedings of
the IEEE/ACM International Conference on Computer Aided
Design pp. 19-26, Nov. 2006.

J. W. Tschanz, J. T. Kao, S. G. Narendra, R. Nair, D. A.
Antoniadis, A. P. Chandrakasan, and V. De, “Adaptive Body
Bias for Reducing Impacts of Die-to-Die and Within-Die
Parameter Variations on Microprocessor Frequency and
Leakage,TEEE Journal of Solid-State Circuitsol. 37,

pp. 1396-1402, Nov. 2002.

J. W. Tschanz, S. Narendra, R. Nair, and V. De,
“Effectiveness of Adaptive Supply Voltage and Body Bias
for Reducing the Impact of Parameter Variations in Low
Power and High Performance MicroprocessoliSEE
Journal of Solid-State Circuitvol. 38, pp. 826—829, May
2003.

J. W. Tschanz, S. Narendra, A. Keshavarzi, and V. De,
“Adaptive Circuit Techniques to Minimize Variation
Impacts on Microprocessor Performance and Power,” in
Proceedings of the IEEE International Symposium on
Circuits and Systemgp. 23—-26, May 2005.

Q. Liu and S. S. Sapatnekar, “Confidence Scalable
Post-Silicon Statistical Delay Prediction under Process
Variations,” inProceedings of the ACM/IEEE Design
Automation Conferenc@p. 492-502, June 2007.

M. Nakai, S. Akui, K. Seno, T. Meguro, T. Seki, T. Kondo,
A. Hashiguchi, H. Kawahara, K. Kumano, and M. Shimura,
“Dynamic Voltage and Frequency Management for a
Low-Power Embedded MicroprocessdEEE Journal of
Solid-State Circuitsvol. 40, pp. 28—35, Nov. 2005.

M. Elgebaly and M. Sachdeyv, “Variation-Aware Adaptvie
Voltage Scaling System|EEE Transactions on Very Large
Scale Integration (VLSI) Systepwsl. 15, pp. 560-571, Nov.
2007.

H. Chang and S. S. Sapatnekar, “Statistical Timing #sial
Under Spatial CorrelationslEEE Transactions on
Computer Aided Design of Integrated Circuits and Systems
vol. 24, pp. 1467-1482, Sept. 2005.

A. Caldwell, A. B. Kahng, and |. Markov, “Capo: a
large-scale fixed-die placeivailable at
http://visicad.ucsd.edu/GSRC/bookshelf/Slots/Plarem

A. Agarwal, D. Blaauw, V. Zolotov, S. Sundareswaran,

M. Zhao, K. Gala, and R. Panda, “Path-Based Statistical
Timing Analysis Considering Inter- and Intra-die
Correlations,” inProceedings of the ACM/IEEE
International Workshop on Timing Issues in the Specificatio
and Synthesis of Digital Systenpp. 16-21, Dec. 2002.



