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Abstract

We propose a new approach to library-based technology nmappi
based on the method of logical effort. Our algorithm is cltse
optimal for fanout-free circuits, and is extended to solve fbad-
distribution problem for circuits with fanout. On averageench-
mark circuits mapped using our approach are 25.39% fastanth
the solutions obtained from SIS.

1 INTRODUCTION

The technology mapping step of synthesis binds a technalegy
dependent logic level description of a circuit to a librafgates in
the target technology. A number of algorithms have beenqzeg
for this step, such as tree-mapping [1] and DAG-mappingy&hg
load-dependent delay models [3], constant delay models][ds
well as using logical effort [6]. High-performance desigrse rich
libraries, with multiple instances of each cell, with vanyidelay,
area and drive capabilities. Technology mapping, theegfisrnot
simply identifying the best cells to be used to implementsdwygic,
but also the best instance of the selected cells.

In this paper, we apply logical effort [7, 8] to the problem of
minimum-delay technology mappindur approach has two ad-
vantages over previous methods. First, the size of eachigate
the solution is implicitly determined, and does not havedaabn-
sidered during matching. Second, the delay model is inligren
load-dependent, and there is no need to enumerate solfioaks
possible load values, as is traditionally done [3]. This esa&ur
approach faster than current algorithms for fanout-fresudis.

We also formulate and solve tHead-distribution problem (de-
scribed in Section 2), which occurs in the case of circuitthwi
multiple fanouts. In [9], this problem was addressed in thetext
of sizing a mapped circuit. We use the approach presentee the
guide the technology mapping algorithm at multiple fanainfs in
the circuit, leading to mapped circuits that have bettefgperance
than solutions obtained by previous methods.

2 BACKGROUND

2.1 Logical Effort

Logical effort [7, 8] has been widely used in a variety of apgion
domains[5, 10, 11, 12] as well asinindustry standard EDAlsgis
tools [13, 14]. Using logical effort, the delay of a gate wiitiput
capacitance; is modeled by a linear function of the loadas:

—gx 2
D_gxci—i-p

1)
whereg is the logical effort,%i is called the electrical effort and

is the parasitic delay of the gate.
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As shown in [8], the above equation can be extended to esithat
minimum delayD, of apathof logic as

D=NFN+P=N(GH)N +P @)
whereF = GH is the path effortP is the path parasitic delay and
N is the number of gates on the path under consideration. Tthe pa
logical effort, G, and path electrical effortl, are obtained as the
product of the gate logical and electrical efforts. Equewdly, H is
the ratio of the output to input capacitances of the path. fitme-
mum delay described by Equation (2) is obtained by distirigithe
path effortF equally to each gate on the path, if the parasitic delay
Pisignored. Note that Equation (2) is only applicable to pdttat
have single-fanout gates.

2.2 The Load Distribution Problem

A two-step dynamic-programming algorithm for technologgpm
ping based on tree covering was proposed in [1], and hascas/e
the basis of later technology mapping algorithms. Inrteching
step, matches for all gates are generated, and the optimuch ata
each gate is stored as the solution for that gate, and ioa¥bering
step, the solution for the entire circuit is generated by aiput-
to-input traversal. Later approaches [3, 4, 5] improve dnbjl
using more refined delay models that take into account theydel
dependence of load, and the effect of multiple gate sizeweMer,
they do not address the load-distribution problem, desdrtizlow.
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Figure 1. Technology Mapping at Multiple Fanouts

In a tree-mapping scenario, consider the situation shoviigare

1, where some logic A has two fanouts, B and C, which eventuall

drive primary outputs (POs). Assume that A, B and C are fanout

free regions. The optimal solution for A depends directlytba

load being driven, which, in this case, is the input capacieof B

and C. There are two situations that have to be considered:

I nteractions between A and itsoutputs Assigning a larger
input capacitance to B and C makes them faster, at the cost
of increasing the load on A, and slowing it down, and vice
versa. What is the optimum value of capacitance that should
be assigned to the output of A, so that the delay ofethigre
circuit is minimized?

Interactions between B and C If these two fanout-free re-
gions have completely different delays to the POs of the



circuit, we would like the critical branch to have a larger in
put capacitance. Conversely, if B and C have similar delays,
they should have the same input capacitance. Thus, if we
determine the optimal load that A should be driving, what is
the best distribution of this capacitance to each fanout?
We refer to these two problems together as Itrad-distribution
problem Given a load at a multiple fanout point in the circuit,
currentalgorithms can determine the best mapping for thie lgo to
that point. However, this load is typically estimated udiegristics,
and since the mapped solution depends directly on the load be
driven, wrong estimates can lead to sub-optimal solutions.

3 MAPPING USING LOGICAL EFFORT

In this section, we show how we can use logical effort to guide
the selection of matches when mapping a circuit to a targery.

We first show how fanout-free circuits can be mapped usinigébg
effort, followed by our approach for multiple fanouts, whewre
provide a solution to the load-distribution problem. We lina
summarize our overall approach for general circuits.

3.1 Mapping Fanout-Free Circuits

As is done in the traditional approach, we evaluate all medcit
each gate in the subject graph. However, the cost we miniisize
the cumulative path logical efforG. First consider a simple path,
with each gate having one fanin. As mentioned before, the pat
electrical effortH, in Equation (2), can be calculated as the ratio of
output to input capacitances of the path. i.e., if the eieaiteffort

of a path is known, its delay can be calculated using Equdfin
without knowing the sizes of each gate on the p#tthe path has

a fixed number of stages, then for a given path electricattefioe
minimum delay over all possible implementations is obtdibg

the implementation that minimizes the path logical eff@t,

We now allow any number of stages for the implementation, and
keep track of the optimal solution for each path length. Henc
we obtain a set of solutions at the PO, each of which implement
the logic using a different path length. We can use Equat®n (
to determine which of these gives us the minimal delay. Ohee t
values ofG, H andN that minimize the delay have been determined,
the corresponding gate sizes can be calculated as desurifgid

We can now generalize this approach to circuits with gatesga
multiple fanins. A nice property of the logical effort fortation

is that for paths of the same length, the path with maximuraydel
is also the one with maximum path logical effo®, Hence, we
can use the accumulated values®ft each input of a match to
determine which input is the critical one. The cost of eackcimas
defined to be the product of the logical effort of the matcld e
maximumof the costs of its inputs. As before, the delay depends
on the length of the path\. We therefore record solutions for

all values of path length at each gate, and at the POs, the bes

delay over allN can be selected, and the corresponding solution
recovered. Thus, we trade off the traditional approachloftating

and storing solutions for all possible load values at eadh 8],
with generating solutions for different values of path lgmgvhich

is small in practice.

The pseudo-code of our dynamic-programming based appiisach
presented in Algorithm 1. For all legal values of lengthshegatet

Algorithm 1 Mappi ng for Fanout - Free Regi ons
[l'initialize
for each primary input (Plp do
end for

// Phase I: Matching
for each gate in topological ordedo
setGt[n] = + for all n
I a1 is the set of all matches at t
for eachm € art, with logical effortgm do
/I 1 is the set of inputs to m
/I calculate cumulative effort g+ 1] from
// the inputs, corresponding to distance n
if gm x maxe; Gi[n] < Gt[n—+ 1] then
Gt[n+1] = gm x maxe,; Gi[n]
R[N+ 1] = pm+P[n]
end if
end for
end for
/l Phase II: Selecting Solution
at the PO, select the combination®fH andN that minimizes
delay
// Phase lll: Covering
select matches in a traversal from the PO to Pls, sizing the
matches appropriately

keeps track of the accumulated product of logical eff@tsand
the corresponding matche; is indexed by the length of the path
at the inputs of the match at gateplus 1 for the match atitself.
Assume that we are considering the match of a library pattesin
gatet, which has logical efforyy, and parasitic delapmy, and that
the length of the path from the PItas n. The cumulative logical
effort of lengthn at inputi of the match isGj[n]. We select the
maximum of this value over all inputs, and take its produch\i,

to obtain the cumulative logical effort at the output éér a path of
lengthn+ 1. Finally, the match and the cumulative parasitic delay
R [n+ 1] corresponding to the select&{[n+ 1] are also stored.

The optimality of Algorithm 1 is based on the following lemma
(proof omitted due to space restrictions):

Lemma 1. Selecting solutions of a gate t based on the input with
maximum path logical effort, and sizing this solution basadhe
path effort hence determined, does not adversely affechdine
critical inputs of t

In Algorithm 1, the value of the cumulative effort for a matah

a circuit node is calculated based on the previously stopidhal
values at its inputs. Naturally, the value of cumulativeoefhat a
node will be minimum only if the value at its inputs is minimum
This optimal substructure property of our formulation,raavith
Lemma 1, leads to an optimally mapped solution for the entire

o
t.
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3.2 A Solution to the Load Distribution Problem
We now address the general case of a circuit with multipledi&s)

1The above discussion assumes that each input of a matchensartte
logical effort and input capacitance. Extensions to Althon 1 and a
stronger version of Lemma 1 that can handle the general cas®eritted
due to space restrictions.



and present a solution to the load distribution problem. Watt
the circuit as a collection of fanout-free regions. In thise, the
critical input of a fanout-free region is not well definedhe the
path having the maximum delay through the region may notrlie o
the critical path of the circuit. We therefore use a modifiedsion
of Algorithm 1, where instead of storing only one valueGfn|
at gatet, we storeGg_.t[n], wheres;, sy, ..., s are the inputs of a
fanout-free region ending in(all of 5 andt are in the fanout-free
region).

We now propose a solution to the load-distribution problbynex-
tending techniques developed in [9]. The circuit is initialivided
into fanout-free regions, and matches for each of the fafrest
regions are generated as described above. The g{agurve
of 5, Dg—.po, is the minimum delay of the critical path frosnto
some PO, for different values of input capacitance. Theatipath
may span multiple fanout-free regions of the circuit, &yl .po
implicitly stores the optimal values of load at each muéifdnout
point, as well as the optimal distribution of this load toleémout.

The Delay€i, curve ofg is calculated as follows. At a PO, the
DelayCi, curve consists of a single delay value of zero, for the fixed
load being driven. The circuit is traversed from the POs &Rls,
and therefore the Dela@n curves of each fanout afare known.
The load that has to drive is the sum of the input capacitances
of each of the fanouts. Since the Del@y-curves of each fanout
have been calculated, for any fanoyt i we select a particular
input capacitance, we immediately know the minimum delathef
critical path from F to a PO. The minimum delay of the critical path
from s for some value of input capacitanc.ﬁﬁ toaPOiscomposed
of the minimum delay of the path within the fanout-free regfoe.,
the path fronsg tot) and the maximum delay from any fanout o6 a
PO. Say we have some selection of input capacitances of @achitf
oft, and since matching is complete, we can select the logifmat ef
Gs —t, electrical effortHs .t and path lengtiNs .t that minimize
the delay of the path frorg tot. Adding to this value the maximum
delay to the POs of any fanouj Bives us the required critical path
delayfor that selection of input capacitances of fanouRepeating
this for every combination of input capacitances of the tas@nd
selecting the minimum delay thus obtained give®ys.po. Thus,
by considering all combinations of fanout capacitancesjinetly
address the load-distribution problem.

Algorithm 2 shows how the Dela@, curve of inputs of a fanout-
free region terminating ihis calculated. Given an electrical effort,
H= qCT; Cal cul at e DCurve, calculates the best delay of a
fanout-free region from all the solutions of different I¢img that
have been generated. This is used@a cul at e Dg_po to
determine the best load, and the best distribution of ttad to all
fanouts, for the given input capacitance.

Algorithm 2Cal cul ati ng the Del ay-Cj; Curves
Cal cul at e DCurve; [Ci][Cin, ]

/' s is the input, t is the output of the path
for all values of path length do

1
temp=n [Gsat[n} X QCT;] "+ Pyt n]
if temp< DCurve [CL][Cin, ] then
DCurve; [CL][Cin, | =temp
end if
end for

Cal cul ate Dsﬁpo[qns]
[/t has | outputsFg,F1...F
for every combination ofin; of all fanouts f do
if the selected combination is not redundtren
CL=73]-1Cin,
Cal cul at e DCurves[Cy][Cin, ]
temp = DCurveCy][Cins| + max Dr,—po[Cine, ]

if temp< Dg—.polCin ] then
Ds—polCin, | =temp
end if
end if
end for

this with the maximum of delays to POs through B and C gives us
a possible point on the Deldy, curve of the input of A.

Although the total number of combinations otinFj is large
(O(MCing, ), wherelcing, | is the number of possible values of input
capacitance of fj, it is shown in [9] that the number of combi-
nations that actually have to be considered is much smalterjs
equal toO( [Cing; |). The remaining combinations are redundant,
and there is no loss of information by ignoring these.

This dynamic programming algorithm addresses both the cemp
nents of the load-distribution problem. First, thiebally optimal
output and input capacitance for each fanout-free regiateisr-
mined. Second, the best distribution of the output loadtimanput
capacitances of the fanout-free regions being driven isrdened.

3.3 Summary of Our Approach

The complete approach for logical effort based technologgping
addressing the load-distribution problem, called MEL&¢hnology
Mapping usingLogical Effort: the order of letters are suggestive
of the multiple input-output-input traversals of the citawquired
by our approach) is presented in Algorithm 3. After the firsee
steps, which have been described previously, we have [lay-
curves at the Pls of the circuit. At each PI, the load that minés
the maximum delay to any PO is selected. The Pls are are pextes
in decreasing order of this delay. A forward traversal fréma Pls
using the selected loads fixes the input and output capaeisaamd

Consider the circuit shown in figure 1, and assume that B and C the lengths of each fanout-free region. This informatiariurn can

drive fixed loads at POs. For differentinput capacitanc&anfd C,

we can calculate the minimum achievable delay, therebyimbta
the Delay€i, curves at their inputs. At fanout-free region A, we
need to consider all combinations of input capacitances ah@®

C. Each such combination is one possible value of load for A.
For a particular load and input capacitance, we can cakuha
minimum delay in A usingCal cul at e DCurve Combining

be used to select the matches of the optimal solution.

In Algorithm 3, there are two issues that restrict the oplity@f
the final solution. First, the processing of each input ofe(td-free
region is carried out independent of other inputs of thisoegThe
solutions generated by different inputs may contradichestber.
Second, circuits in general have reconvergent fanoutsinftéeac-
tion between multiple, overlapping reconvergent pathsffecdlt



Algorithm 3 MELT: Technol ogy Mappi ng usi ng
Logi cal Effort
Divide the circuit into fanout-free regions

Pl— PO Traversal: generate matches for each fanout-free region
using Algorithm 1, storing optimal matches for each inputhef
fanout-free region

PO— PI Traversal: calculate Dela@m, curves for each input to
the fanout-free region using Algorithm 2

Pl— PO Traversal: select the optimal electrical effort for each
fanout-free region, and the corresponding lengths

Covering: use the assigned output and input capacitances to
generate the corresponding optimal covers for each fafneert-
region

to analyze efficiently. For both these cases, we use thestieuof
assuming that all paths are independent, and make the lmséch
available. The loss of optimality is acceptable when comgavith
the alternative of calculating the exact solution.

4 RESULTS

In order to validate our approach, we used MELT to map the ISCA
combinational benchmark circuits. These results were eoath
with SIS [15]. The library used for SIS was generated by catib
ing INV, 2-, 3- and 4-input NAND and NOR, AOI- and OAI- 21,
211, 22, 221, 222, 31, 32, 33, XOR and XNOR gates on @ 0.1
technology using the Berkeley Predictive Technology M%cﬂlaﬂs].
Multiple sizes of each gate were generated, for a totalfjbsize

of approximately 400 elements. These gates were also atdibr
in order to obtain the logical effort and parasitic delaybick con-
stitute the library used by our algorithm, with 25 elements for
each gate type. Once gate sizes for the mapped circuit are-cal
lated using MELT, they are normalized to actual sizes ablEla
the library.

The results obtained are as shown in Table 1. The first colists: |
the benchmark circuit. The next two, under the title SIS skiosv
best delay obtained for each circuit using the commamg - n

1 in SIS, and the corresponding running tirfg,in seconds. The
performance of MELT for the same circuits is as shown. On av-
erage, our algorithm generates circuits that are 25.39%rfésan
those obtained using SIS. Interestingly, MELT also has aa an-
provement of 7.84%. During the covering step, the load atipiel
fanout points is accurately known, and is usually highen ttieat
estimated by SIS. Complex gates have better delay chasicer
at higher loads, as compared to the equivalent using singiksg
and consequently MELT makes greater use of complex gatase Si
complex gates tend to occupy less area than the equivakenitci
composed of simple gates, we observe an overall area impee
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