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Abstract
This paper presents a chip-level charged device model (CDM)
electrostatic discharge (ESD) simulation method. The chip-
level simulation is formulated as a DC analysis problem. A
network reduction algorithm based on random walks is pro-
posed for rapid analysis, and to support incremental design.
A benchmark with a 2.3M-node VDD net and 1000 I/O pads
is checked in 13 minutes, and 10 re-simulations for incre-
mental changes take a total of 9 minutes.

1. INTRODUCTION
Electrostatic discharge (ESD) is an important issue during the man-
ufacture of a chip: when the chip contacts with an assembly-line
probe or a human body, a surge of discharge current could cause
permanent damage. The product losses due to ESD were reported
to be 16-22% in electronic component manufacturing as early as
1990 [3]. As feature sizes reduce, thinner gate oxides come into use,
and design complexity grows, circuits are increasingly vulnerable
to ESD damage. To protect against this problem, a modern design
usually employs a full-chip ESD protection strategy. Figure 1 il-
lustrates a schematic that contains internal functionality circuitry
and ESD protection devices [5][11][14]: I/O protection circuitry
diverts discharge current from an I/O pad into the VDD net and/or
the ground net; ESD voltage clamps provide paths for the charge
to be drained from the VDD net into the ground net; Diode strings
(not explicitly shown in Figure 1) are placed between the differ-
ent power nets. The ESD discharge path may correspond to either
the primary power supply net, or the secondary supplies for I/O
circuitry. We generically refer to each of these two as the VDD net.

Figure 1. ESD simulations: (a) an HBM event (b) a CDM
event. Dotted lines represent desirable discharge paths.

Before manufacturing, simulations must be carried out to determine
whether these protective devices are adequate to withstand a spec-
ified level of ESD stress, by imitating physical tests regulated by
industrial standards, e.g., [4]. Two widely used models are:

• Human body model (HBM): an external capacitor is dis-
charged through a pair of pads, as shown in Figure 1(a).

• Charged device model (CDM): the charge accumulated on
the chip itself goes through a single grounded pad, as shown
in Figure 1(b). It was reported that CDM accounts for a
majority of ESD damage during chip manufacturing [7].

SPICE-like models and techniques have been proposed for circuit-
level ESD simulation [1][9][10], simulating one I/O protection at
a time. As the design complexity grows, especially for chips with
multiple power domains, unexpected discharge paths often cause
failures that are not visible in circuit-level simulations, and con-
sequently methodologies have been proposed to address chip-level
ESD simulation [7][8][15]. The large problem size prohibits a full
SPICE-like simulation, and these efforts all apply techniques to re-
duce computation. For example, [7], targeted at CDM simulation,
builds a macromodel for each power domain, where the charge
source is represented by a pair of lumped capacitors, and performs
detailed transient analysis for the reduced full-chip model.
This paper presents a different approach for simulating CDM events.
The chip-level simulation is formulated as a DC analysis problem
of finding the voltage at a stressed I/O node. This voltage is used as
an indicator of potential ESD failure. To facilitate the DC analysis
that must be carried out for each I/O pad, a network reduction
method based on random walks is proposed, with the desirable
property that when a change is made in the design to fix an ESD
violation, re-simulation can be performed by local computations
without resolving the whole circuit.

2. PROBLEM FORMULATION
The purpose of chip-level CDM simulation is to compute the voltage
drop along the discharge paths. A strong correlation has been es-
tablished between hardware ESD failures and the wire resistance of
the discharge paths [2][15], and may be explained as follows. ESD
voltage clamps, which constrain the voltage difference between the
VDD net and the ground net, are only fully effective at the points
where they are connected. For I/O pads placed far away from ESD
clamps, in a CDM event, the discharge current flows through the
VDD grid, and causes a voltage difference that is proportional to the
wire resistance of the discharge path. When the voltage on the VDD

net exceeds a certain threshold, an ESD failure may be induced.
A DC formulation that captures the required chip-level CDM sim-
ulation is illustrated in Figure 2. The circuit is modeled as follows:
• The VDD net is extracted from the layout and modeled as

a resistive network. The resistance of ground net is ignored
in this model. The reason is that the VDD net corresponds to
the secondary power net for I/O or the power net of a single
power domain, and this typically has higher resistance than
the global ground net that serves all power domains, and is
the lowest impedance net on chip. If the ground net has a
significant resistance, it can be modeled in a similar manner.

• An ESD event at an I/O pad is modeled as a current
source placed at the location of that I/O. The value of this



current source is defined to be the peak CDM surge current
specified in the JEDEC standard [4].

• An ESD voltage clamp is modeled as a voltage source
in series with a resistor, placed at its physical location. The
values of the voltage source and the resistor are obtained from
simulated I-V curves of clamps under a stressed situation.

In the above model, the I/O pads are simulated one at a time, under
the assumption that discharge occurs at only one I/O pad. Thus,
the number of simulations equals the number of pads. For the
jth simulation, a current value is assigned for the current source
modeling the jth I/O pad, zero current for all the other current
sources. The computed voltage at the jth I/O power node is checked
against the allowable threshold Vlimit to determine whether the ESD
specification is met. The simulation is repeated for all I/O pads.
Note that in every simulation, the voltage source-resistor elements
(ESD clamp models) are all active, since all clamps help in providing
a discharge path to the ground network. The problem size is much
larger than what is shown in Figure 2: the VDD net can have up
to millions of nodes; the number of I/O pads may be up to a few
thousands; there are typically 30 to 40 ESD clamps, depending on
the physical and electrical constraints of the chip.

Figure 2. A DC model for chip-level CDM simulation of
the circuit shown in Figure 1(b).

During the simulation, if the threshold Vlimit is exceeded at an
I/O, this I/O is considered a potential ESD failure, and one of the
following methods may be used to fix this violation:
• Reduce the effective resistance of the discharge paths by using

wider wires to connect this I/O to power grid, or move the
I/O circuitry closer to a power bus.

• Add an ESD clamp at a nearby location.
Such design changes require incremental re-simulations, and it is
important for the analysis to be able to do so rapidly.
Although an ESD event is fundamentally a transient phenomenon,
the DC formulation is justified by being conservative, using the
peak of the CDM current waveform as the input excitation, while
brings the benefit of a much faster simulation, as compared to
a complete transient analysis. The computed voltage at the VDD

node of the stressed I/O represents the worst-case voltage drop along
the discharge paths, and has been shown to be a good indicator of
potential ESD failure: in a 90nm ASIC, I/O failures start to occur
when the path voltage drop exceeds 13V [2]. Different I/O pads may
be checked against different thresholds depending on their designs.

3. NETWORK REDUCTION
The computational complexity of the DC formulation can be still
high, with the VDD net containing up to several millions of nodes,
and the number of simulations being equal to the number of I/O
pads, up to a few thousands. To further speed up, we note that the
number of current and voltage sources is limited. Therefore, it is
desirable to perform a network reduction and build an equivalent
circuit that only contains the nodes with a current or voltage source.
Then DC analysis can be carried out for this reduced circuit only,
with one current source being on during each simulation.

Figure 3. The original resistive network with external
connections replaced by current sources.

Figure 3 illustrates the resistive network to be reduced. It is
composed of resistors, and a number, k, of its nodes have ex-
ternal connections, each of which, in the ESD context, corre-
sponds to an I/O protective device or ESD clamp model. In
general, there may be constant current sources between internal
nodes and ground. By the terminology of [16], we refer to the k
nodes that have external connections as ports, with port voltages
Vports = [V1, V2, · · · , Vk]T , and we denote the port currents in-
jected into the network by Iports = [I1, I2, · · · , Ik]T . In Figure 3,
the external connections are replaced by symbolic current sources.
We can do this because Vports and Iports are treated as algebraic
symbols throughout this section, and the equations apply to all pos-
sible values of them. The goal of network reduction is to find a
square matrix A and a constant vector S such that the following
equation holds for all possible Vports and Iports.

Iports = AVports + S (1)

For a connected network, the exact A is a full matrix, i.e., the exact
reduced circuit is a clique, which will not result in any runtime
advantage. Therefore, an algorithm is needed to produce an esti-
mated A matrix with reasonable sparsity, without excessive loss of
accuracy.
The proposed method is a modified version of the virtual-layer
algorithm from [13], to achieve a much lower reduction rate than
the 10% rate recommended by [13] to ensure connectivity. [12][13]
construct a random walk “game” to model a resistive network, and
estimate a node voltage by performing a number of walks from that
node and computing the average “gain” in those experiments. The
terms “motel,” “home” and “award” are as defined in [12], and the
formal definitions are omitted here. In the proposed algorithm, a
symbolic estimation of port voltage Vi, is obtained by setting up the
game as follows:
• A set of M walks are run from a port i, i ∈ {1, 2, · · · , k},

inside the network shown in Figure 3.
• The motel price at port i is −Ii∑d(i)

t=1
gt

, where Ii is the port

current, d(i) is the number of resistors connected to port i
inside the network, and gt’s are the conductances of these
resistors. Note that Ii is symbolic, and any computation
regarding this motel price is carried out symbolically.

• All of the ports are home nodes where random walks end,
except for port i itself. We refer to these ports as absorbing
nodes, while port i and non-port nodes are non-absorbing
nodes. In other words, a random walk cannot end at port i,
and has to reach a port other than i to stop. The award for
reaching a port is its port voltage. We do not know these
values, and computation is carried out symbolically.

• Port currents other than Ii are at absorbing nodes, and do
not generate motels; each constant current source inside the
network becomes a motel with the price Isource∑

g
, where Isource

is the current flowing from an internal node to ground,
∑

g



is the sum of conductances connected to that node.
For each individual walk in the above game, the money earned at the
end of the walk is composed of an award, which is a port voltage,
minus a sequence of motel expenses, in the following form:

Wq = Vend q + rq
Ii∑d(i)

t=1
gt

− cq (2)

where q ∈ {1, 2, · · · , M} is the index of the walk, Vend q is the port
voltage at the end of the walk, rq is the number of times that the walk
passes port i, cq is the total expense paid at motels corresponding
to internal current sources. Note that cq is a constant number, i.e.,
it is independent of Iport and Vport. Taking the average of the M
results, an estimated Vi is obtained as follows.

Vi =

∑M

q=1
Wq

M
=

∑

j∈{1,···,k}
j �=i

Nj

M
Vj +

R

M

Ii∑d(i)

t=1
gt

− C (3)

where R =

M∑

q=1

rq C =

∑M

q=1
cq

M

and Nj is the number of walks that end at port j. R is the total
number of times that walks pass port i. C is a constant number
independent of Iport and Vport. Because every random walk
stops at a port that is not port i, the Nj’s must satisfy:∑

j∈{1,···,k}, j �=i

Nj = M (4)

By algebraic transformations, equation (3) can be converted into

Ii =
M

R

d(i)∑

t=1

gtVi −
∑

j∈{1,···,k}
j �=i

Nj

R

d(i)∑

t=1

gtVj +
MC

R

d(i)∑

t=1

gt (5)

Comparing equation (5) and equation (1), it can be seen that (5)
estimates the ith row in matrix A and the ith entry in vector S as:

Ai,i =
M

R

d(i)∑

t=1

gt, Ai,j = −Nj

R

d(i)∑

t=1

gt, Si =
MC

R

d(i)∑

t=1

gt (6)

So far we have estimated the entries in A and S that correspond
to a specific port i. For each port, we repeat the procedure and
construct the matrix A row by row, and the vector S entry by entry.
Equation (6) shows that the estimated matrix A has positive diagonal
entries, non-positive off-diagonal entries, and using equation (4),
the following equation can be easily proven.

k∑

j=1

Ai,j = 0 (7)

The reduced resistive network becomes easier to visualize when we
rewrite equation (5) in the following form:

Ii = Si +
∑

j∈{1,···,k}, j �=i

(−Ai,j)(Vi − Vj) (8)

Following the terminology from [13], equation (8) is an “imaginary
circuit” in which (−Ai,j) conductance connects port i to port j,
and an independent current source Si flows out of node i.
The sparsity-accuracy tradeoff of the reduced network is controlled
by M , the number of random walks used. In equation (6), Ai,i can
be viewed as the total conductance from port i to other ports, and this
amount is distributed among (−Ai,j)’s such that each of them gets
a portion Nj/M . Hence, M can be considered as the resolution of
our estimation. When M increases, the matrix A becomes denser
and closer to the exact matrix, and is more expensive to compute.
Finally, for CDM simulation where there are no current sources
inside the network, cq in (2), C in (3), and vector S are all zero.

4. SIMULATION AND RE-SIMULATION
With a reduced network from the previous section, the I/O and
clamp models can now be added as external connections, one current
source being on at a time. Any linear solver can perform the DC
analysis; we continue to use the framework of [12], because it can
estimate one single node voltage without solving the whole circuit.
To further reduce runtime, we note that in the ESD simulation,
only nodes with high voltages are of interest. Hence the proposed
algorithm employs adaptive error margins. The error margin ∆ is
a parameter in [12] to control the number of random walks, defined
as P [−∆ < error < ∆] > 99%. In our implementation, we use
three error margins, ∆1 < ∆2 < ∆3, and define two thresholds
VT1 < VT2. When estimating an I/O node voltage, the computation
starts with ∆3. After this accuracy level is achieved, if the estimated
voltage is below VT1, the computation stops; otherwise, the error
margin is changed to ∆2, and the computation continues. After the
new accuracy level is achieved, if the estimated voltage is below
VT2, the computation stops; otherwise, the error margin is changed
to ∆1, and the computation continues. Using this adaptive strategy,
more runtime is spent on high-voltage nodes, to get more accurate
voltage values, while safe I/O nodes only get coarse estimation.
As discussed in the Section 2, if the threshold Vlimit is exceeded at
an I/O, this I/O is considered a potential ESD failure, and the design
is modified to fix it. Then a re-simulation is needed to ensure that
the I/O node voltage is reduced to a satisfactory level. This can
be performed by rerunning the entire process of network reduction
and voltage computation, which is expensive. Instead, we propose
to locally update the reduced circuit, as follows:
• If wider, or shorter (by placing the I/O circuitry closer to

a power bus), wires are used to connect the target I/O to
the power grid, we run M walks from this target I/O, and
re-compute its connections in the reduced circuit. Then the
ports adjacent to this I/O are updated as well, each with M
additional walks.

• If an ESD clamp is added at a location nearby the target I/O,
this clamp becomes a new port in the original network, and a
new node in the reduced circuit. We first run M walks from
this new port, and compute its connections in the reduced
circuit. Next, the ports that are found to be adjacent to this
new port are updated as well.

In the above local updates, we save computation by ignoring possi-
ble effect on ports that are not connected to the improved I/O node
or to the new ESD clamp. In other words, if random walks from
port i never visit port j, we assume that walks from port j also never
visit port i. Because of the fact that the connections between two
nodes in the reduced circuit are most likely mutual and with similar
conductances, the error induced by the local updating is minimal.
Finally, the algorithm in sections 3 and 4 is not limited to CDM sim-
ulation, and is applicable to any problem where only a small portion
of the nodes in a resistive network are of interest. For example, it can
also speed up HBM simulation by reducing every involved resistive
network to only the nodes that tie to ESD protective devices.

5. RESULTS
Three benchmarks, described in Table 1, are used for evaluation.
The first two are created by randomly assigning I/O pads and ESD
clamps on two industrial power grid models. The third benchmark
is generated based on the structure of the first benchmark, and with
randomly assigned I/O’s and clamps. Computations are carried out
on a Linux workstation with a 2.8GHz Pentium4 CPU.



The results reported in Table 1 and Table 2 are from simulations with
the following parameters:M = 1000, ∆1 = 0.1V, ∆2 = 0.5V,
∆3 = 1V, Vlimit = 13V, VT1 = 12V, VT2 = 12.5V. Results for
the first two benchmarks are compared against the SPARSE linear
solver [6], while the third benchmark is too large for SPARSE.

Table 1. Benchmarks and runtimes. N1 is the number of
nodes, N2 is the number of I/O pads, N3 is the number
of ESD clamps, T1 is the runtime of an initial complete
simulation, and T2 is the runtime of 10 re-simulations
afterwards. RW denotes the proposed algorithm.

Ckt N1 N2 N3 T1 T2

RW SPARSE RW SPARSE

#1 36K 500 20 23.28sec 7.6min 49.69sec 61min

#2 101K 700 40 89.30sec 55min 61.65sec 8.5hour

#3 2.3M 1000 40 13min – 9min –

Table 2. Accuracy of the initial complete simulation.

Ckt #1 #2

Voltage range(V) 10.35–14.40 5.61–45.13

Average error(V) 0.19 0.29

Max error(V) 0.80 1.38

Fraction of failures covered 9/9 2/2

Number of false alarms 5 0

Table 3. Runtime-accuracy tradeoff. E1 is average error,
E2 is max error. T1 and T2 are as defined in Table 1.

Ckt #1 #2

M 1000 3000 10000 1000 3000 10000

E1(V) 0.19 0.10 0.05 0.29 0.14 0.08

E2(V) 0.80 0.38 0.24 1.38 0.57 0.47

T1 23.28sec 69.37sec 3.9min 89.30sec 5.5min 26.7min

T2 49.69sec 3.2min 14min 61.65sec 3.8min 22min

Table 4. Accuracy of re-simulations for the first two cir-
cuits: voltage changes at I/O pads that are improved.

Ckt #1 Ckt #2

Initial(V) Final(V) Initial(V) Final(V)

Exact Est. Exact Est. Exact Est. Exact Est.

1 13.76 13.60 10.31 10.23 1 45.13 45.30 8.46 8.23

2 14.40 14.46 10.95 10.88 2 13.27 13.23 11.04 10.88

3 12.73 12.84 9.28 9.26 3 12.60 12.50 11.69 11.54

4 13.25 13.27 9.80 9.79 4 12.56 12.47 11.54 11.61

5 13.16 13.26 11.96 12.24 5 11.49 11.48 10.48 10.40

6 13.37 13.18 9.91 9.85 6 11.11 11.16 10.78 10.66

7 12.99 13.11 9.61 9.51 7 11.21 11.10 10.43 10.47

8 12.93 13.05 9.50 9.46 8 11.35 11.20 10.63 10.63

9 13.42 13.56 9.99 10.01 9 11.13 11.10 10.77 10.70

10 12.99 13.00 9.60 9.62 10 11.11 11.01 10.45 10.34

In viewing Table 2, the reader is reminded that due to the adaptive
error margins, most high errors occur at the low-voltage safe nodes.
Even with these errors, for the voltage range of ESD simulation,
the accuracy is sufficient for detecting potential failures. Being
conservative, the algorithm reports a failure when an estimated I/O
voltage exceeds 12.9V. As shown in the last two rows of Table 2,

all real failures reported by SPARSE are covered by our algorithm;
as a cost of being conservative, five false alarms are given for the
first benchmark, at nodes with voltages below but close to Vlimit.
When desired, higher accuracy can be achieved by increasing M ,
the number of walks used in network reduction. Table 3 shows the
accuracy-runtime tradeoff when M is increased to 3000 and 10000.
The error margins are shrunk accordingly in generating the results.
Table 4 shows re-simulation results using the local update method
from Section 4. (Runtimes are in Table 3.) 10 nodes are chosen
arbitrarily in each circuit, and are not limited to those violating the
13V threshold. A design change is made to improve each node
sequentially, and a re-simulation is preformed after each change.
The voltages before and after the design change at the target I/O
node are listed in each row, using both SPARSE and the proposed
algorithm, at a high-accuracy setting with M = 10000. The most
dramatic change is the first node of the second circuit, due to an I/O
being assigned at a node with poor connection to major power bus,
which emulates the scenario of a poorly designed I/O protection. It
is fixed by adding a large via from this I/O to a major power wire,
and our local update method captures the corresponding voltage
change.
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