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ABSTRACT

Two wire sizing formulations for optimizing intercon-
nect are presented. The first minimizes the delay un-
der wire width constraints, while the second minimizes
the wiring area under delay and width constraints. A
convex programming formulation is proposed, and an
efficient algorithm is used to perform the optimization.
Experimental results show that the first formulation,
which has been the prevalent one in the literature, pro-
vides bad engineering solutions, and that the second
formulation leads to significantly better results.

1 Introduction

With the current trends in technology, interconnect
delays have become an increasingly dominant factor in
determining circuit speed. Until recently, interconnect
resistance was insignificant, while its capacitance was
not, and hence optimal interconnect design frequently
involved ensuring that all wire widths were minimal.
This is no longer true, and hence, interconnect opti-
mization has become significant.

The problem of sizing wires for high performance
has not received very much attention until recently.
Cong et al. presented some work in the area in [1,2].
The approach in [1] used a crude delay model to min-
imize the delay of the interconnect under minimum
and maximum wire width constraints. This was ex-
tended in [2], where the Elmore delay model was used
to perform the timing optimization. The form of the
delay function in this work, however, requires a great
deal of user input. For a more general delay model [3],
the property of separability discussed in [1,2] does not
hold, thereby making the wire sizing problem much
harder, and rendering those algorithms unusable.

The work in [3] points out the deficiencies of that
model and presents a heuristic sensitivity-based al-
gorithm for the wire sizing problem. This work is
an enhancement of that approach, whereby the prob-
lem 1s formulated as a convex programming problem,
and an efficient technique 1s used to find the solution.
Like [1-3], this work optimizes interconnect tree struc-

tures. We first state some properties of the wire sizing
problem under this model, and describe two meaning-
ful formulations of the problem in Section 2. Some
further properties of the two suggested formulations
are provided in Section 3, to lay the basis for an ef-
ficient algorithm to solve the problems, presented in
Section 4. Finally, we present experimental results in
Section b, and conclude the paper in Section 6.
Apart from the deficiencies associated with the
models used in [1,2], the approach in [1] attempts to
find the wire widths that provide the absolute mini-
mum delay. This is a bad engineering solution, since a
delay target of even 10% over the minimum delay can
give a substantial savings in wiring area. The tech-
nique in [2] makes some attempt to resolve this by
optimizing a weighted sum of the areas and the de-
lays. This is an imprecise statement of the problem
and depends on user input to provide the weighting
functions. One of the formulations that we suggest
minimizes the wiring area under delay constraints.

2 Formulation of the Problem

A. Modeling Interconnect Delay

Figure 1: RC model of interconnect

A wire is modeled as a succession of RC segments,
shown in Figure 1. The resistance, R;, and capaci-
tance, C;, of the i*P segment are given by the formulae

R; = pli Jw;
Cs = Bl; - w;, (1)

where w; and [; are, respectively, the width and length
of the i*" segment. Under this model, any interconnect
tree can be modeled using an equivalent RC tree.
The delay T3; of an RC tree is given by the well-
known Elmore delay formula [4]. If P; is the unique



path from the root of the RC tree to node i, and
desc(j) represents all nodes that are descendants of
node j in the tree, then according to this formula, the
delay to node 7 is given by

Toi=> Ry >, G (2)

JjEP; kedesc(j)

In an actual circuit, the root node is connected to
a driver with equivalent resistance R4, as shown in
Figure 2. In addition to wire capacitances, there may
be several loading capacitances at points on the wire.
The Elmore delay to any node of the corresponding
RC tree may easily be calculated using Eq. (2).

Note that our definition of the Elmore delay of a
tree differs from the model in [2], where the user is re-
quired to identify the critical sinks (we require no such
user input), and a weighted sum of the Elmore delays
to various sinks is minimized. The weights appear to
be user-specified.

Figure 2: RC line driven by a gate

B. Properties of the General Wire Sizing Problem

We begin by stating a few results on the optimal
wire widths; proofs are provided in [3]. At this point,
we make minimal assumptions, so that Theorem 1 be-
low is true for any reasonable definition of optimality.
Definition 1 A wire width assignment f for a tree
T is a n-tuple [wy, -, w,], where n is the number of
wires, and w; is the width of wire 1.

Definition 2 Given a routing tree T, a wire width
assignment f on T is a monotonic assignment if w, >
w, whenever wire S, is an ancestor of wire S..
Definition 3 Given two wire width assignments f, f’
on a tree T, f dominates (is dominated by) f’ iff.
wi(f) > wi(f) (wi(f) < wi(f)) for all wires ¢ € T.
Definition 4 A wire assignment f for a tree T is
suboptimal if there exists another wire assignment f”
for T, different from f, such that f dominates f’, and
the delay to every node in T under assignment [’ is
no greater than than that under assignment f.

Note that the definition of an optimal assignment is
open to interpretation under the Elmore delay model,
and that we have not restricted ourselves to a strict
definition of optimality at this point. However, under
any reasonable definition of optimality, Definition 4
must hold.

Theorem 1 [3]: Any nonmonotonic wire width as-
signment f* is suboptimal.

As mentioned earlier, several viable definitions of
optimality are possible. We address two problems:

Problem P1 for min. delay under width constraints
minimize (MaX;ereqfnode(T) i)
SUbjeCt to I/Vj,min < Wwj < I/Vj,max v .7 =1---n

Problem P2 for minimum wire area under delay and
width constraints
minimize ZiET w;
subject to d; < Dypee V i € leafnode(T)
and I/Vj,min < Wwj < I/Vj,max v .7: I-n.

Due to the general nature of Theorem 1, both prob-
lems P1 and P2 have the property that any nonmono-
tonic solution is suboptimal.

3  Properties of the Continuous Wire
Sizing Problem

Definition 5: The continuous wire sizing problem is
the problem of finding optimal wire widths to solve
the wire sizing problem, such that wire widths may
take on any real value. (In the (discrete) wire sizing
problem, the wire widths must be integers.)
Property 1: The delay along any path of an RC tree
is a posynomial [5] function of the wire widths.
Property 2: The continuous wire sizing problems P1
and P2 are unimodal, i.e., any local minimum of these
optimization problems is a global minimum.

To observe this, note that the simple transforma-
tion, (w;) = (e**), transforms any posynomial func-
tion of the w;’s to a convex function of the z;’s [5].
Hence, under this transformation, for both problems,
the objective function as well as the constraints are
convex. As a consequence of the fact that the map-
ping function is one-to-one, it i1s easy to see that the
optimization problems P1 and P2 are unimodal.

It may be worthwhile to caution the reader here
that it is only the continuous wire sizing problem that
is convex. The (discrete) wire sizing problem is com-
binatorial; no such statements can be made about it.
However, a solution to the continuous wire sizing prob-
lem gives a lower bound on the discrete solution.

4 The Optimization Algorithm

The optimization algorithm used here is an efficient
convex programming algorithm [6]. Details of the im-
plementation are provided in [7]. The algorithm works
in an n-dimensional space, where n 1s the number of
variables. It encloses the solution in an initial poly-
tope, which is taken to be a box. In each iteration, the
center of this polytope is determined, and an oracle is
invoked to determine whether or not this center lies



Algorithm MAP()
Mark all wires as unprocessed;
Mark all leafnodes as unprocessed;
while (all leafnodes not processed) {
current_leaf_node = unprocessed leaf node
with the largest delay;
for each unprocessed wire ¢ that is
an ancestor of currentleaf-node {
if (width(¢) is an integer) continue;
w4 = [width(¢)]
w;— = |width(¢)]
if (] delay(w;4) — delay(width(i)) |
<| delay(w;_) — delay(width(?)) |)
width(d) = w;y;
else
width(i) = w;_;
}

1

Figure 3: Pseudocode for the mapping algorithm.

within the feasible region of the optimization prob-
lem. Feasibility checks may be performed by applying
Theorem 1 to check for monotonicity; a nonmonotonic
wire assignment is automatically infeasible. If the wire
assignment 1s monotonic, a full delay calculation must
be carried out to check for feasibility.

A hyperplane is then passed through the center
such that the solution to the problem lies on one side
of it; the equation of this hyperplane is determined us-
ing the gradient of the objective function if the center
is feasible, or the gradient of a violated constraint if
it is not. This hyperplane roughly halves the volume
of the original polytope. The center of this polytope
is then found and the procedure is continued until the
volume of the polytope is sufficiently small.

The mapping algorithm is illustrated in Figure 3. It
starts from the leafnode, L, with the largest delay, and
processes each wire on the path between node L and
the root node. If the width of the current wire is an in-
teger, its width remains unchanged. If not, the change
in the delay to L caused by changing the wire width to
the closest higher (lower) integer, w;y (w;_) is com-
puted, and one that creates a smaller delay fluctuation
is selected. L 1s now marked as “processed” and the
algorithm proceeds iteratively with the unprocessed
leafnode that has the largest delay. In this algorithm,
once a wire has been processed, its width remains un-
changed. Thus, each wire is considered only once.

5 Experimental Results

The algorithm described above was implemented
in C as the program COSI (Convex Optimization
for Sizing Interconnect) on a DECstation 5000/240.

COSI was run on several test networks, using ad-
vanced MCM technology parameters from [1].

Experimental results for COSI/P1, in which the
wire sizes that correspond to the minimum intercon-
nect delay is found for each of the test circuits, are
shown in Table 1. For each circuit, we show the cost
(sum of wire sizes) and delay of the unsized circuit
in which all wires have unit width. The remaining
columns show the cost and delay(ns) after optimiza-
tion, the number of iterations of the convex program-
ming algorithm, and the CPU time. The results show
that with some increase in wire sizes, a significant im-
provement in interconnect delay is possible.

The computation time of the algorithm is quite rea-
sonable, especially when one considers that the algo-
rithm finds the ezact solution to the continuous sizing
problem. The bulk of the CPU time is incurred by
the continuous optimization problem, and only a small
fraction (under 10%) is due to the mapping phase.

Next, we present results on COSI/P2, i.e., on min-
imizing interconnect delay under timing constraints,
in Figure 4. In our experiments, a uniform timing
constraint is applied at each leaf node. Note that the
algorithm is general enough to allow different delay
specifications at each of the leaf nodes rather than a
uniform constraint.

The graphs show that the area overhead required to
achieve the minimum possible delay is extremely high,
for the last fraction of delay reduction. Therefore, the
goal of minimizing delay is a not a very good engi-
neering goal, and substantial savings can be accrued
by relaxing the delay constraint slightly.

The delay corresponding to the mapped discrete
solution was always seen to be within 5% of the con-
tinuous solution, thereby providing an upper bound
on the deviation of the solution from the optimum.
The larger errors are in the cases where the amount of
sizing is relatively small and it in these cases, the dif-
ference 1is very likely to be due to discretization noise.
Note also that the delay of the solution to the con-
tinuous sizing problem is, by the construction of the
algorithm, less than the specification. However, the
discrete solution delay is not always so, and may pro-
vide a solution that has slightly larger delay than the
specification. This is not critical, since the Elmore de-
lay model is known to be accurate only up to 10 or 20
%, whereas the discrepancy between the discrete so-
lution delay and the specification is considerably less.

6 Conclusion

A new algorithm for interconnect sizing has been
described in this paper. This presents an improvement
over the previously published work in [1,2] since uses



Table 1: REsurTs oF COSI/P1: MINIMIZING INTERCONNECT DELAY.

Circuit Unsized Winaz = 3 X Wain Winaz =5 X Wain
Cost | Delay | Cost | Delay | # Iter | CPU time | Cost | Delay | # Iter | CPU time
Intcta 99 1.622 | 144 | 1.061 48 57.1s 147 | 0.967 73 90.6s
Intctb 99 2.526 | 155 | 1.393 35 37.6s 181 | 1.215 49 53.6s
Intcte 99 2.710 | 137 | 1.484 40 50.4s 171 | 1.267 51 64.7s
Intctd 499 | 0.872 | 601 | 0.666 56 347.7s 673 | 0.635 68 424 .bs
Intcte 499 | 1.002 | 631 | 0.722 47 339.8s 711 | 0.674 70 497 .2s
Intctf 499 | 1.297 | 684 | 0.837 43 381.2s 785 | 0.758 59 520.8s
Intctg 999 | 1.540 | 1231 | 0.981 47 1269.6s 1386 | 0.899 47 1263.9s
Intcth 999 | 2.387 | 1437 | 1.398 38 1468.1s 1567 | 1.147 47 1819.9s
Intcta 999 | 3.102 | 1598 | 1.768 37 1508.9s 1850 | 1.456 49 2147.1s
(a) (b)

Figure 4: Results of COSI/P2: Cost vs. Delay for (a) Circuit Intcte (b) Circuit Intctg

a more accurate Elmore delay model that recognizes
that subtrees of a tree cannot be sized independently
of each other. Some theoretical results on this model
are first stated, and then it is formulated as a convex
programming problem. The problem is solved using
an efficient optimization algorithm. Using this algo-
rithm to solve problem P2 in Section 2, that carries
out optimization under delay constraints, rather than
Problem P1 that tries to minimize the delay, can lead
to good engineering solutions.
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