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Abstract— With technology scaling, on-chip power densities are grow
ing steadily, leading to the point where temperature has beame an impor-
tant consideration In the design of electrical circuits. Ths paper overviews
several methods for the analysis and optimization of thermh effects
in integrated circuits. Thermal analysis may be carried out efficiently
through the use of finite difference methods, finite element ethods, or
Green function based methods, each of which provides diffent accuracy-
computation tradeoffs, and the paper begins by surveying tese. Next, we
overview a restricted set of thermal optimization methods,specifically,
placement techniques for thermal heat-spreading, and themve conclude
by summarizing a set of future directions in electrothermal design.

I. INTRODUCTION

Thermal considerations are playing an increasingly ingodrtole
in high-performance integrated circuits, necessitatingreater role
for the thermal analysis and optimization in the design eydem-
perature effects are important for several reasons. Rinsy can
cause the transistor delay to change: elevated tempesataugse
the threshold voltage to drop and degrade the mobility: deipg
on which effect wins out, the delay can either increase oredese.
Second, wire resistances increase with temperature nigadilarger
interconnect delays. Third, leakage power is particuladgsitive to
thermal variations, and varies exponentially with tempew® Worse
yet, such an increase in leakage power could, in turn, leadnto
increase in the temperature, leading to the potential faitive

feedback and an effect known as thermal runaway, in which t

chip can physically burn out. Fourth, high temperatures lead to
a variety of reliability problems, including negative teengture bias
instability (NBTI), oxide breakdown, and electromigratio

As a result, there has been a great deal of research in the area

of thermal analysis and optimization in recent years. Thapep
overviews some of these issues. Section Il presents metfowds
thermal analysis, and is followed by Section Ill, which mabk
methods for thermally-driven optimization. We concludethwia
description of future directions in Section IV.

Il. THERMAL ANALYSIS
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Fig. 1. Schematic of a VLSI chip with packaging (a) integdatércuit and
the packaging structure (b) simplified model of the chip aadkpging.

Fig. 1(a) shows an integrated circuit chip with the assediat
packaging, and Fig. 1(b) shows a schematic of the structare
Fig. 1(a) where the packaging including the heat spreaddrta@
heat sink has been simplified, but the multilayered strectfrthe
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chip is explicitly shown. The steady state temperatureritigion
inside the chip is governed by Poisson’s equation
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wherer = (z,y, z), T(r) is the temperature (°C) distribution inside
the chip, g(r) is the volume power density (W¢*), and k., is
the thermal conductivity (W/(mMC)) of the layer where point is
located [1]. The vertical surfaces and the top surface ofctiip are
assumed to be adiabatic [2], and the bottom surface of the ishi
assumed to be convective, with an effective heat transfefficient

h (W/(m?.°C)) [3]. In mathematical form, these boundary conditions
can be expressed as
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whereT, is the ambient temperature, ahg is the thermal conduc-

tivity of the bottom layer of the chip. In addition, we enfer¢he
ntinuity conditions at the interface between adjaceygra within
e multilayered chip, i.e.,

T(r)|em—dite = T(r)]s=—a;—e (5)
0T'(r) L OT(x)
o 9z z=—d;+e B kl+] 0z z=—d;—€ (6)

where ¢ is an infinitesimally small quantity and; is the thermal
conductivity of thei*® material layer in the multilayered chip struc-
ture. Transient analysis is not explicitly treated here, dttensions
of these methods as well as thermal-ADI techniques [4] mayseel.
The most widely used numerical techniques for full-chipria!

analysis fall into three broad categories: finite diffendinite
element and boundary element methods using Green funclibese
are discussed in the following sections.

A. Finite Difference Analysis

The finite difference method (FDM) meshes the chip into typi
cally) rectangular cuboidal regions, assuming that theptrature of
the region is represented by the temperature at its centatingv
the partial derivative as a finite difference between thepenature
in neighboring regions leads to a well-establishieermal-electrical
analogy where the thermal conductivity of the material is mapped to
thermal resistors, and power sources (which corresponigetpawer
drawn by logic cells) are mapped to current sources. Thidsléa a
formulation of the type

GT =P @)

where G is the conductance matrix of thermal resistandess the
\jector of unknown temperatures at the center of each regiothP
is the vector of power sources.

These equations closely resemble the equations for a paiiger g
and therefore, can be solved by a variety of techniquestdsiiagly,
although the substrate is also gridded into regions, ittsmothe case
that the only points of interest are in the topmost devicedagnd



therefore, the bulk can be macromodeled using Schur decsitigp  are the temperatures, and the current sources are the paiuesyvit
methods as proposed in [5], and improved upon in [6]. has been shown that the solution to these networks can bedta
through a set of random walks on a graph. The nodes and edges
- . of this graph are the nodes and connections in the initiauir
B. Finite Element Analysis respectively, and the transition probabilities from a natieng each
As in the case of the FDM, finite element analysis (FEA) alsedge correspond to the ratio of the edge conductance to the to
meshes the design space into elements. Various elemengsshap conductance connected to the node. A random walk beginsyat an
be used such as tetrahedra and hexahedra, but a rectangsari node and along the way, at each node, it pays a levy that iedea
ideal in that it makes the meshing of the rectangular-shapédtrate the ratio of the current source connected to that node to dted t
easier, and it can simulate heat conduction in lateral times conductance at the node. When the walk reaches a node whose
without aberrations in the prime directions. voltage is known, it terminates and receives a reward thaalsghe
voltage at the node. For each node, the expected value ohgarn
4 3 over all random walks beginning at that node can be shown tbée
voltage of the node. A fuller exposition of this method is \pded
y in [11], and it is shown to be efficient at finding the solutiom t
s a large network. For a more exact solution and better nuwieric
efficiency, the method in [12] uses the approximate solufimm
« 2 the random walk solver to efficiently create a preconditiofoe an
h iterative solver.
d 2) Multigrid Methods: An alternative method for solving systems
z of FDM equations may use the multigrid method, a multi-level
5 w 8 iterative scheme. The essential idea of a multigrid schesrtbat at
every level, it coarsens the grid and then refines it: the seveed
grid is smaller and hence easier to solve, and captures the lo
. spatial-frequency component of thermal variations, wttike refined
In FEA, the temperatures are calculated at discrete pothts, grid capture high-spatial-frequency variations. Movingtvieen a
nodes of the elements, and the temperatures elsewhereitbi :oarsened solution and a refined solution requires the Usgeopo-
elements are interpolated using a weighted average of e tqation and restriction operators, whose definitions are yastep in
peratures at the nodes. In deriving the finite element e&ti \ging multigrid methods. Depending on the coarsening/ eafimt
the differential equation describing heat conduction igrapimated ~ gequence, this may result in schemes such as the V cycle ai'the
within the elements using this interpolation. For an 8-nbeleahedral cycje or alternatives. Conventional multigrid schemes dassified
element shown in Fig. 2, a trilinear interpolation functisnused to 55 gither geometric multigrid methods, which use some kedgé
describe the temperature within each element based on thel Ny the problem structure to perform the coarsening and nefme
temperatures: . operations, or algebraic multigrid methods, which perfthese steps
T(z,y,z2) =N"T (8) automatically. The work in [13] uses a geometric multigriethod
where N = [N\ No--- Ng]” and T = [T Ty - T5]", where T, for solving FDM equations. A grid hierarchy is defined, withacse

h ; . rid operators
is the temperature at th&™ of eight vertices of the rectangularg P
prism, andN; is the shape function for thé" vertex. The shape

functions are determined by the width, height,/, and depth¢, of D. Green Furlctlon Based Methods .
the element. An alternative to the FEM and FDM methods, which mesh up the

Similar to circuit simulation using the modified nodal arsiy €ntire substrate, is a boundary element method using Goeetidns.
(MNA) method [7], stamps are created for each element anecadd! Ne Partial differential equation to be solved for thermablgsis
to the global system of equations. In FEA, these stamps can /§dinéar when the material properties are region-wiseanif and
derived from the element interpolation functions using\agational therefore, conceptually, the problem can be solved by gaséfon,
method [8]. For an eight-node rectangular prism, a heat wctigh Considering one source at a time. A Green function enableb su
stamp is produced as ahx 8 matrix, whose rows and columns@ computation: it is the response in a field region to a power
correspond to the element’s nodes. Stamps are also producedSOUTCe in a source region; in the presence of multiple poeerces,
surfaces exposed to convective boundary conditions. Teleseent SUPerposition can be used to sum up the responses at a field poi
matrices are combined into a global matrix, by adding the matrix due to each of the sources. , C
components that correspond to the same node in the globai mﬁ_?l-et G(r,r'), with r = (z,y,2) andr’' = (a',y', 2'), be

together, and this produces a global system of equations e distribution of temperature abovk, in the multilayered chip
structure when a unit point power source of 1W is placed aitipas

Fig. 2. An eight-node rectangular prism element for FEA.

KT=P (9) r'. ThenG(r,r') satisfies the equation
where T is the vector of nodal temperatures aRdis the vector V3G (r,r') = CO(r - r') (10)
of nodal powers. If isothermic boundary conditions are enés Lr)= ki(r)

the resulting fixed temperatures and their correspondirngs rand -
columns are removed from the system of equations with thet rig?hd the boundary conditions

hand side modified accordingly. dG(r,1") G (r, 1) 0 1)
Ox z=0,a 6?/ y=0,b
C. Enhanced solution techniques for FDM and FEM 8G(r, r')
Several computational techniques may be employed to ineptioer Té =0 (12)
solution speed of FDM and FEM. We overview two such methods 2=0
in this section. oy 26T T (13)
1) Random walk method®Random walk methods have been used 0z —_ NEETAN
very successfully for the analysis of large RC networkshandontext / _” /
of power grids [9], [10]. Such methods can easily be applethe G r)emdhe = GO, 1) a=d; e (14)
large resistive networks that appear in steady-state teamalysis, A oG (r,r") - AG(r,r") 15
and can be extended to transient thermal analysis as wedly Tan Y Ml T (15)
perform incremental analysis rapidly and efficiently, sattthey are a=dite F=—di=e
excellent candidates for incremental placement. whered(r,r') = §(z—2")d(y—y')6(2—2") is the three-dimensional

Consider the solution of a resistive network for the volsaghe Dirac delta function, and7(r,r’) is the Green function. The tem-
thermal analog, of course, is that the voltages in the resisetwork perature field under an arbitrary power density distributéan be



obtained easily as

T(r) =T, +/Oa da’ /Obdy’ /ZN d2'G(r,r')g(r')  (16)

For thermal problems encountered in chip design, both theceo
regions, where powers are generated, and the field regidmssew
temperatures are to be computed, are located on discreiesplahus,
in the following analysis, we will focus on a single sourcan# and
a single field plane, i.e., a particularand z’. For these planes, it
can be shown [14] that the Green function is given by

G (x,y,2'y') & G(r, )
o (22
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where the coefficient’,,.,, only depends orx andz'.

The above expression is complicated, both visually and coaap
tionally, and it involves a double summation to infinity. Rorately,
several methods are available for managing the computalibe
work in [14], based on the substrate analysis methods in U$g8s
the discrete cosine transform (DCT) and table lookups telacate
the Green function based thermal analysis; for the analgbia
single layer, the computational complexityds(N;), where N, is
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its center, the corresponding analysis will correspondnténaorrect
thermal analysis of the partition. For example, it is easgde that
this will result in an exaggerated thermal gradient witlia partition,
since the temperature at the center of the partition will bemhigher
than that at its periphery.

For simplicity, consider the thermal model for a top-dowpdst
titioning process; this process can be easily extended tp-@dwn
k-way partitioning process. At any one particular partitstage, a
single block is being partitioned into two sub-blocks sat & cuts
between the boundary of sub-blocks are minimized. For nbe, t
actual temperature profile in the sub-blocks is not of dicertcern,
since cells inside the blocks will be further partitionetetaand this
can be considered at that time. However, it is important toimmize
the temperature discrepancy between the blocks. If sonfegoger
cells are accumulated into one of the blocks, then at a laagesit
will not be possible to move these cells out of the block, du¢he
divide-and-conquer nature of top-down partitioning. lréasonable
to assume that the temperature inside each of the sub-bkeks
uniform, since if such an objective were to be enforced atyestep
of the partitioning, then a uniform temperature distribatiwould
indeed result. Under this assumption, a simplified thermadieh is
obtained, and assumptions about the precise cell locaithsite the
sub-block need not be made.

In the first step in top down partitioning, the chip is padtited
into two blocks, the left block and the right block. For siejil,

the number of regions. An improved method In [16] reduces tl&ssume that the number of thermal cells in each region isatme s

complexity from quadratic t@(NylogN,). The essential idea is to
recognize that the bottleneck corresponds to a convoluatp@ration,
and this can be performed efficiently in the frequency domtie
primary cost here is in the transform from the space domaitheéo
frequency domain.

I1l. THERMAL PLACEMENT

While several methods can be used for thermal optimizatica,
will focus here on thermal placement.

At the placement stage, as far as the thermal constraints
concerned, the goals are to minimize the maximal on-chipoéem
ature gradient and obtain an even temperature distributidiile
controlling conventional metrics such as the wire lengtherfal
analysis involves the solution of a system of linear equmatiof the
type

GT =P (18)

where (G is the thermal conductance matrif; is the vector of

although this assumption can easily be discarded. The dierells

t =1 .. m/2 will be said to be in the left block and cells =
m/2 + 1 .. m in the right block. Now assume, as stated above,
that the block on the left has an even temperature/;ofind the
temperature of the block to the rightT$. The thermal equation can
now be simplified to:

Gij > G
i=1 j=1 i=1 =241 T; .
are m m/2 m m [ Ty :| -
> Gij > X Gy
i=2 41 =1 =l =141
m/2
[y
it (19)
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temperatures, an@ is the vector of power dissipations. For therpis reasoning can be extended to a general case where fhéschi
finite difference method( refers to the matrix associated W'thpartitioned intok regions, each with possibly a different number of

the thermal conductances, while for the finite element nukthios
corresponds to the stiffness matrix. The value of e&this not
constant, but may change depending on which cell is located i
particular grid of the layout. Additionally, the power caomsption
of a cell varies with the interconnect capacitance thatiitedy, i.e.,
the length of the nets that it drives. During placement, eheslues
are liable to change. The total power is actually dissipdtgdoth
the switching transistors and the interconnecting wirescept for
long global wires, the driver resistance is typically mualgkr than
the metal resistance, and therefore most of the power ispeissl
in the cells, and it is reasonable to ignore the part consuinyethe
metal wires. Even though self-heating of wires plays a vergartant
role in the electromigration lifetime of the metal wires J1during
the placement stage, it may be ignored. It is potentiallysiibs to
take this into account during a later stage of placementgutie
congestion information.

A. Partitioning-based Placement

Partitioning-based approaches to placement are basedeadeh
of recursively dividing the layout into regions and assmncells to
each region. The key issue in partitioning-based placentackled
in [6], is to simplify the thermal model at each level of paoting to
achieve the goal of placing the cells so thats evenly distributed
across the chip. The equatiddT = P cannot be directly used,
since at each partition level, the only location informatithat is
available is identity of the partitioning blocks that theldeelongs
to. Assuming that all the cells belonging to a block are ledaat

cells, where a positive definite system lofequations ink variables
must be solved.

The approach in [6] uses a top-down two-way partitioner tase
the Fiduccia-Mattheyses algorithm [18], but can be extdmagurally
to incorporate a state-of-the-art multi-level partitionEo reduce the
computational cost for incremental temperature updatesnotion of
an “effective thermal influence region” of a block is intreed. For
a unit heat source on a block, this corresponds to the areideuf
which the temperature induced by the unit heat source istfessa
certain percentage of the maximum temperature induced dynit
heat source: this can be easily computed once the thernisiamse
matrix is known. At each partitioning step, the cells are etbvo
provide a near-uniform thermal profile, while attemptingctntrol
the wire length.

B. Force-directed Placement

In force-directed methods, an analogy to Hooke's law is used
representing nets as springs and finding the placementspamding
to the system’s minimum energy state. Attractive forcescaeaited
between interconnected cells and are made proportiondietsép-
aration distance and interconnectivity. Other desigreddtsuch as
cell overlap, timing, and congestion are used to derive ¢peilsive
forces. After repulsive forces are added, the system isedofer
the minimum energy state, i.e., the equilibrium locatiatedlly, this
minimizes the wire lengths while at the same time satisfyiregother
design criteria.



The work in [19] presents a force-directed approach to thérm
placement. The application domain is in the design of 3Dgirated
circuits, where chips have multiple levels of active desiceherefore,

placement must be carried out in not just the xy-plane, bet th[2] A. G. Kokkas.

entire xyz-space in three dimensions. In current technesogin

the z dimension, the number of layers is restricted to a sma

number. The work in [19] uses a force-directed frameworkWiEA-
based thermal analysis, using repulsive forces to avoidspots.
The thermal forces are calculated using the temperaturdiegra
which itself can be related to the stiffness matrix and itsvagive.
The temperature gradient determines both the directionrelative
magnitude of the thermal forces, thereby moving cells awaynf
areas with high temperature.

Fundamentally, force-directed methodologies involve imiring
an objective function corresponding to a summation of costpo-
nents from each net. For 3D layouts, this takes the form
2)" + (yi — 93)° + (21 — )] (20)

cij [(zi —

: . . 8]
wherec;; is the weight of the connection between the two nodes. I#

thec;; coefficients are combined into a glol@imatrix, an objective
function can be written for the entire system:

1 1 1
-x"Cx + EyTCy + §ZTCZ

5 (1)

wherex, y, andz are the x, y, and z coordinates of all cells and point@l]

of interest. This objective function can be minimized byvawy the
following three systems of equations:

Cx="f,Cy="f, Cz=f. (22)

In the absence of external repulsive forces, the total feectors.f..,
f,, andf., would be zero. The net stiffness matriX, describes the
entire net connectivity. Fixed coordinate values, credtgghysical

(13

constraints such as 1/0 pads, can be used to reduce and hdve[Jt4]

system of equations, much like the isothermic boundary itiomg
in FEA.

Generally, an iterative force-directed approach follohes follow-
ing steps in the main loop. Initially, forces are updatedeldasn the
previous placement. Using these new forces, the cell positare
then calculated. These two steps of calculating forces ardinfy
cell positions are repeated until the exit criteria aresiati.

IV. FUTURE DIRECTIONS

Several issues remain to be solved in the area of electrottier
design:

« Leakage power is becoming a major contributor to the totht®!

power: leakage depends exponentially on temperature, &rd a

in this component of power can itself cause the temperature
to increase. Therefore, electrothermal analysis must Htfe sd20]

consistent in taking this feedback effect into account anhigh-

leakage regime. Since leakage power also varies signifffcant

with process variations, even a circuit that is designed é@tm

its power and thermal requirements may fail these spediitait [21]

after manufacturing. Adaptive methods such as the apicat

of body biases may be used to allow a circuit to recover from

[20]

[12]

[15]
[16]
[17]

(18]
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