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Abstract— With technology scaling, on-chip power densities are grow-
ing steadily, leading to the point where temperature has become an impor-
tant consideration in the design of electrical circuits. This paper overviews
several methods for the analysis and optimization of thermal effects
in integrated circuits. Thermal analysis may be carried out efficiently
through the use of finite difference methods, finite element methods, or
Green function based methods, each of which provides different accuracy-
computation tradeoffs, and the paper begins by surveying these. Next, we
overview a restricted set of thermal optimization methods,specifically,
placement techniques for thermal heat-spreading, and thenwe conclude
by summarizing a set of future directions in electrothermal design.

I. I NTRODUCTION

Thermal considerations are playing an increasingly important role
in high-performance integrated circuits, necessitating agreater role
for the thermal analysis and optimization in the design cycle. Tem-
perature effects are important for several reasons. First,they can
cause the transistor delay to change: elevated temperatures cause
the threshold voltage to drop and degrade the mobility: depending
on which effect wins out, the delay can either increase or decrease.
Second, wire resistances increase with temperature, leading to larger
interconnect delays. Third, leakage power is particularlysensitive to
thermal variations, and varies exponentially with temperature. Worse
yet, such an increase in leakage power could, in turn, lead toan
increase in the temperature, leading to the potential for positive
feedback and an effect known as thermal runaway, in which the
chip can physically burn out. Fourth, high temperatures canlead to
a variety of reliability problems, including negative temperature bias
instability (NBTI), oxide breakdown, and electromigration.

As a result, there has been a great deal of research in the area
of thermal analysis and optimization in recent years. This paper
overviews some of these issues. Section II presents methodsfor
thermal analysis, and is followed by Section III, which outlines
methods for thermally-driven optimization. We conclude with a
description of future directions in Section IV.

II. T HERMAL ANALYSIS
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Fig. 1. Schematic of a VLSI chip with packaging (a) integrated circuit and
the packaging structure (b) simplified model of the chip and packaging.

Fig. 1(a) shows an integrated circuit chip with the associated
packaging, and Fig. 1(b) shows a schematic of the structure in
Fig. 1(a) where the packaging including the heat spreader and the
heat sink has been simplified, but the multilayered structure of the
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chip is explicitly shown. The steady state temperature distribution
inside the chip is governed by Poisson’s equationr2T (r) = � g(r)kl(r) (1)

wherer = (x; y; z), T (r) is the temperature (°C) distribution inside
the chip, g(r) is the volume power density (W/m3), and kl(r) is
the thermal conductivity (W/(m�°C)) of the layer where pointr is
located [1]. The vertical surfaces and the top surface of thechip are
assumed to be adiabatic [2], and the bottom surface of the chip is
assumed to be convective, with an effective heat transfer coefficienth (W/(m2�°C)) [3]. In mathematical form, these boundary conditions
can be expressed as�T (r)�x ����x=0;a = �T (r)�y ����y=0;b = 0 (2)�T (r)�z ����z=0 = 0 (3)kN �T (r)�z ����z=�dN = h(T (r)jz=�dN � Ta) (4)

whereTa is the ambient temperature, andkN is the thermal conduc-
tivity of the bottom layer of the chip. In addition, we enforce the
continuity conditions at the interface between adjacent layers within
the multilayered chip, i.e.,T (r)jz=�di+� = T (r)jz=�di�� (5)ki �T (r)�z ����z=�di+� = ki+1 �T (r)�z ����z=�di�� (6)

where � is an infinitesimally small quantity andki is the thermal
conductivity of theith material layer in the multilayered chip struc-
ture. Transient analysis is not explicitly treated here, but extensions
of these methods as well as thermal-ADI techniques [4] may beused.

The most widely used numerical techniques for full-chip thermal
analysis fall into three broad categories: finite difference, finite
element and boundary element methods using Green functions. These
are discussed in the following sections.

A. Finite Difference Analysis
The finite difference method (FDM) meshes the chip into (typi-

cally) rectangular cuboidal regions, assuming that the temperature of
the region is represented by the temperature at its center. Writing
the partial derivative as a finite difference between the temperature
in neighboring regions leads to a well-establishedthermal-electrical
analogy, where the thermal conductivity of the material is mapped to
thermal resistors, and power sources (which correspond to the power
drawn by logic cells) are mapped to current sources. This leads to a
formulation of the type GT = P (7)

whereG is the conductance matrix of thermal resistances,T is the
vector of unknown temperatures at the center of each region,andP
is the vector of power sources.

These equations closely resemble the equations for a power grid,
and therefore, can be solved by a variety of techniques. Interestingly,
although the substrate is also gridded into regions, it is often the case
that the only points of interest are in the topmost device layer, and



therefore, the bulk can be macromodeled using Schur decomposition
methods as proposed in [5], and improved upon in [6].

B. Finite Element Analysis

As in the case of the FDM, finite element analysis (FEA) also
meshes the design space into elements. Various element shapes can
be used such as tetrahedra and hexahedra, but a rectangular prism is
ideal in that it makes the meshing of the rectangular-shapedsubstrate
easier, and it can simulate heat conduction in lateral directions
without aberrations in the prime directions.
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Fig. 2. An eight-node rectangular prism element for FEA.

In FEA, the temperatures are calculated at discrete points,the
nodes of the elements, and the temperatures elsewhere within the
elements are interpolated using a weighted average of the tem-
peratures at the nodes. In deriving the finite element equations,
the differential equation describing heat conduction is approximated
within the elements using this interpolation. For an 8-nodehexahedral
element shown in Fig. 2, a trilinear interpolation functionis used to
describe the temperature within each element based on the nodal
temperatures: T (x; y; z) = NTT (8)

whereN = [N1N2 � � �N8℄T and T = [T1T2 � � �T8℄T , where Ti
is the temperature at theith of eight vertices of the rectangular
prism, andNi is the shape function for theith vertex. The shape
functions are determined by the width,w, height,h, and depth,d, of
the element.

Similar to circuit simulation using the modified nodal analysis
(MNA) method [7], stamps are created for each element and added
to the global system of equations. In FEA, these stamps can be
derived from the element interpolation functions using thevariational
method [8]. For an eight-node rectangular prism, a heat conduction
stamp is produced as an8 � 8 matrix, whose rows and columns
correspond to the element’s nodes. Stamps are also producedfor
surfaces exposed to convective boundary conditions. Theseelement
matrices are combined into a global matrix,K, by adding the matrix
components that correspond to the same node in the global mesh
together, and this produces a global system of equationsKT = P (9)

where T is the vector of nodal temperatures andP is the vector
of nodal powers. If isothermic boundary conditions are present,
the resulting fixed temperatures and their corresponding rows and
columns are removed from the system of equations with the right
hand side modified accordingly.

C. Enhanced solution techniques for FDM and FEM

Several computational techniques may be employed to improve the
solution speed of FDM and FEM. We overview two such methods
in this section.

1) Random walk methods:Random walk methods have been used
very successfully for the analysis of large RC networks, in the context
of power grids [9], [10]. Such methods can easily be applied to the
large resistive networks that appear in steady-state thermal analysis,
and can be extended to transient thermal analysis as well. They can
perform incremental analysis rapidly and efficiently, so that they are
excellent candidates for incremental placement.

Consider the solution of a resistive network for the voltages; the
thermal analog, of course, is that the voltages in the resistive network

are the temperatures, and the current sources are the power values. It
has been shown that the solution to these networks can be obtained
through a set of random walks on a graph. The nodes and edges
of this graph are the nodes and connections in the initial circuit,
respectively, and the transition probabilities from a nodealong each
edge correspond to the ratio of the edge conductance to the total
conductance connected to the node. A random walk begins at any
node and along the way, at each node, it pays a levy that is related to
the ratio of the current source connected to that node to the total
conductance at the node. When the walk reaches a node whose
voltage is known, it terminates and receives a reward that equals the
voltage at the node. For each node, the expected value of earnings
over all random walks beginning at that node can be shown to bethe
voltage of the node. A fuller exposition of this method is provided
in [11], and it is shown to be efficient at finding the solution to
a large network. For a more exact solution and better numerical
efficiency, the method in [12] uses the approximate solutionfrom
the random walk solver to efficiently create a preconditioner for an
iterative solver.

2) Multigrid Methods: An alternative method for solving systems
of FDM equations may use the multigrid method, a multi-level
iterative scheme. The essential idea of a multigrid scheme is that at
every level, it coarsens the grid and then refines it: the coarsened
grid is smaller and hence easier to solve, and captures the low-
spatial-frequency component of thermal variations, whilethe refined
grid capture high-spatial-frequency variations. Moving between a
coarsened solution and a refined solution requires the use ofinterpo-
lation and restriction operators, whose definitions are a key step in
using multigrid methods. Depending on the coarsening/ refinement
sequence, this may result in schemes such as the V cycle or theW
cycle, or alternatives. Conventional multigrid schemes are classified
as either geometric multigrid methods, which use some knowledge
of the problem structure to perform the coarsening and refinement
operations, or algebraic multigrid methods, which performthese steps
automatically. The work in [13] uses a geometric multigrid method
for solving FDM equations. A grid hierarchy is defined, with coarse
grid operators

D. Green Function Based Methods
An alternative to the FEM and FDM methods, which mesh up the

entire substrate, is a boundary element method using Green functions.
The partial differential equation to be solved for thermal analysis
is linear when the material properties are region-wise uniform, and
therefore, conceptually, the problem can be solved by superposition,
considering one source at a time. A Green function enables such
a computation: it is the response in a field region to a power
source in a source region; in the presence of multiple power sources,
superposition can be used to sum up the responses at a field point
due to each of the sources.

Let G(r; r0), with r = (x; y; z) and r0 = (x0; y0; z0), be
the distribution of temperature aboveTa in the multilayered chip
structure when a unit point power source of 1W is placed at positionr0. ThenG(r; r0) satisfies the equationr2G(r; r0) = �Æ(r� r0)kl(r) (10)

and the boundary conditions�G(r; r0)�x ����x=0;a = �G(r; r0)�y ����y=0;b = 0 (11)�G(r; r0)�z ����z=0 = 0 (12)kN �G(r; r0)�z ����z=�dN = hG(r; r0)jz=�dN (13)G(r; r0)jz=�di+� = G(r; r0)jz=�di�� (14)ki �G(r; r0)�z ����z=�di+� = ki+1 �G(r; r0)�z ����z=�di�� (15)

whereÆ(r; r0) = Æ(x�x0)Æ(y�y0)Æ(z�z0) is the three-dimensional
Dirac delta function, andG(r; r0) is the Green function. The tem-
perature field under an arbitrary power density distribution can be



obtained easily asT (r) = Ta + Z a0 dx0 Z b0 dy0 Z 0�dN dz0G(r; r0)g(r0) (16)

For thermal problems encountered in chip design, both the source
regions, where powers are generated, and the field regions, whose
temperatures are to be computed, are located on discrete planes. Thus,
in the following analysis, we will focus on a single source plane and
a single field plane, i.e., a particularz and z0. For these planes, it
can be shown [14] that the Green function is given byG0(x; y; x0; y0) , G(r; r0) jz;z0 =1Xm=0 1Xn=0Cmn
os �m�xa � 
os�n�yb � 
os�m�x0a � 
os�n�y0b �

(17)

where the coefficientCmn only depends onz andz0.
The above expression is complicated, both visually and computa-

tionally, and it involves a double summation to infinity. Fortunately,
several methods are available for managing the computation. The
work in [14], based on the substrate analysis methods in [15], uses
the discrete cosine transform (DCT) and table lookups to accelerate
the Green function based thermal analysis; for the analysisof a
single layer, the computational complexity isO(N2g ), whereNg is
the number of regions. An improved method in [16] reduces the
complexity from quadratic toO(Ng logNg). The essential idea is to
recognize that the bottleneck corresponds to a convolutionoperation,
and this can be performed efficiently in the frequency domain: the
primary cost here is in the transform from the space domain tothe
frequency domain.

III. T HERMAL PLACEMENT

While several methods can be used for thermal optimization,we
will focus here on thermal placement.

At the placement stage, as far as the thermal constraints are
concerned, the goals are to minimize the maximal on-chip temper-
ature gradient and obtain an even temperature distribution, while
controlling conventional metrics such as the wire length. Thermal
analysis involves the solution of a system of linear equations of the
type GT = P (18)

where G is the thermal conductance matrix,T is the vector of
temperatures, andP is the vector of power dissipations. For the
finite difference method,G refers to the matrix associated with
the thermal conductances, while for the finite element method, this
corresponds to the stiffness matrix. The value of eachPi is not
constant, but may change depending on which cell is located in a
particular grid of the layout. Additionally, the power consumption
of a cell varies with the interconnect capacitance that it drives, i.e.,
the length of the nets that it drives. During placement, these values
are liable to change. The total power is actually dissipatedby both
the switching transistors and the interconnecting wires. Except for
long global wires, the driver resistance is typically much larger than
the metal resistance, and therefore most of the power is dissipated
in the cells, and it is reasonable to ignore the part consumedby the
metal wires. Even though self-heating of wires plays a very important
role in the electromigration lifetime of the metal wires [17], during
the placement stage, it may be ignored. It is potentially possible to
take this into account during a later stage of placement using the
congestion information.

A. Partitioning-based Placement
Partitioning-based approaches to placement are based on the idea

of recursively dividing the layout into regions and assigning cells to
each region. The key issue in partitioning-based placement, tackled
in [6], is to simplify the thermal model at each level of partitioning to
achieve the goal of placing the cells so thatT is evenly distributed
across the chip. The equationGT = P cannot be directly used,
since at each partition level, the only location information that is
available is identity of the partitioning blocks that the cell belongs
to. Assuming that all the cells belonging to a block are located at

its center, the corresponding analysis will correspond to an incorrect
thermal analysis of the partition. For example, it is easy tosee that
this will result in an exaggerated thermal gradient within the partition,
since the temperature at the center of the partition will be much higher
than that at its periphery.

For simplicity, consider the thermal model for a top-down bipar-
titioning process; this process can be easily extended to a top-downk-way partitioning process. At any one particular partitionstage, a
single block is being partitioned into two sub-blocks so that the cuts
between the boundary of sub-blocks are minimized. For now, the
actual temperature profile in the sub-blocks is not of directconcern,
since cells inside the blocks will be further partitioned later, and this
can be considered at that time. However, it is important to minimize
the temperature discrepancy between the blocks. If some high-power
cells are accumulated into one of the blocks, then at a later stage it
will not be possible to move these cells out of the block, due to the
divide-and-conquer nature of top-down partitioning. It isreasonable
to assume that the temperature inside each of the sub-blocksare
uniform, since if such an objective were to be enforced at every step
of the partitioning, then a uniform temperature distribution would
indeed result. Under this assumption, a simplified thermal model is
obtained, and assumptions about the precise cell locationsinside the
sub-block need not be made.

In the first step in top down partitioning, the chip is partitioned
into two blocks, the left block and the right block. For simplicity,
assume that the number of thermal cells in each region is the same,
although this assumption can easily be discarded. The thermal cellsi = 1 :: m=2 will be said to be in the left block and cellsi =m=2 + 1 :: m in the right block. Now assume, as stated above,
that the block on the left has an even temperature ofTl and the
temperature of the block to the right isTr. The thermal equation can
now be simplified to:26664 m=2Pi=1 m=2Pj=1 Gij m=2Pi=1 mPj=m2 +1GijmPi=m2 +1m=2Pj=1 Gij mPi=m2 +1 mPj=m2 +1Gij 37775� TlTr � =2664 m=2Pi=1 PimPi=m2 +1Pi 3775 (19)

This reasoning can be extended to a general case where the chip is
partitioned intok regions, each with possibly a different number of
cells, where a positive definite system ofk equations ink variables
must be solved.

The approach in [6] uses a top-down two-way partitioner based on
the Fiduccia-Mattheyses algorithm [18], but can be extended naturally
to incorporate a state-of-the-art multi-level partitioner. To reduce the
computational cost for incremental temperature updates, the notion of
an “effective thermal influence region” of a block is introduced. For
a unit heat source on a block, this corresponds to the area outside of
which the temperature induced by the unit heat source is lessthan a
certain percentage of the maximum temperature induced by the unit
heat source: this can be easily computed once the thermal resistance
matrix is known. At each partitioning step, the cells are moved to
provide a near-uniform thermal profile, while attempting tocontrol
the wire length.

B. Force-directed Placement

In force-directed methods, an analogy to Hooke’s law is usedby
representing nets as springs and finding the placement corresponding
to the system’s minimum energy state. Attractive forces arecreated
between interconnected cells and are made proportional to the sep-
aration distance and interconnectivity. Other design criteria such as
cell overlap, timing, and congestion are used to derive the repulsive
forces. After repulsive forces are added, the system is solved for
the minimum energy state, i.e., the equilibrium location. Ideally, this
minimizes the wire lengths while at the same time satisfyingthe other
design criteria.



The work in [19] presents a force-directed approach to thermal
placement. The application domain is in the design of 3D integrated
circuits, where chips have multiple levels of active devices. Therefore,
placement must be carried out in not just the xy-plane, but the
entire xyz-space in three dimensions. In current technologies, in
the z dimension, the number of layers is restricted to a small
number. The work in [19] uses a force-directed framework with FEA-
based thermal analysis, using repulsive forces to avoid hotspots.
The thermal forces are calculated using the temperature gradient,
which itself can be related to the stiffness matrix and its derivative.
The temperature gradient determines both the direction andrelative
magnitude of the thermal forces, thereby moving cells away from
areas with high temperature.

Fundamentally, force-directed methodologies involve minimizing
an objective function corresponding to a summation of cost compo-
nents from each net. For 3D layouts, this takes the form
ij �(xi � xj)2 + (yi � yj)2 + (zi � zj)2� (20)

where
ij is the weight of the connection between the two nodes. If
the
ij coefficients are combined into a globalC matrix, an objective
function can be written for the entire system:12xTCx+ 12yTCy+ 12zTCz (21)

wherex, y, andz are the x, y, and z coordinates of all cells and points
of interest. This objective function can be minimized by solving the
following three systems of equations:Cx = fx; Cy = fy; Cz = fz (22)

In the absence of external repulsive forces, the total forcevectors,fx,fy, andfz, would be zero. The net stiffness matrix,C, describes the
entire net connectivity. Fixed coordinate values, createdby physical
constraints such as I/O pads, can be used to reduce and solve the
system of equations, much like the isothermic boundary conditions
in FEA.

Generally, an iterative force-directed approach follows the follow-
ing steps in the main loop. Initially, forces are updated based on the
previous placement. Using these new forces, the cell positions are
then calculated. These two steps of calculating forces and finding
cell positions are repeated until the exit criteria are satisfied.

IV. FUTURE DIRECTIONS

Several issues remain to be solved in the area of electrothermal
design:� Leakage power is becoming a major contributor to the total

power: leakage depends exponentially on temperature, and arise
in this component of power can itself cause the temperature
to increase. Therefore, electrothermal analysis must be self-
consistent in taking this feedback effect into account in the high-
leakage regime. Since leakage power also varies significantly
with process variations, even a circuit that is designed to meet
its power and thermal requirements may fail these specifications
after manufacturing. Adaptive methods such as the application
of body biases may be used to allow a circuit to recover from
the increased leakage power due to process and temperature
variations [20], [21]. Moreover, temperature causes circuit de-
lays to change, both by changing transistor characteristics and
by altering interconnect delays, resulting in altered power-delay
tradeoffs.� A number of reliability issues come into play as temperatures
rise. Negative temperature bias instability (NBTI) [22] causes
the threshold voltages of devices to shift with time, and is an
aging process that is accentuated under thermal stress. Electro-
migration is also hastened under high temperatures [23], [24],
and effects such as these must be controlled.� Traditional solution separate the problems of power reduction
from the problem of heat removal. More efficient techniques can
develop spot cooling methods for heat removal. One example
of such a method utilizes thermal vias to remove heat from 3D
integrated circuits [25].

Many of these problems have seen little research in the past,and are
fertile grounds for future work.
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