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Abstract— Process variations and temperature variations can cause  Traditionally, ABB has been used only to compensate for gsec
ot el ey Gocaan e s Adape oy e Lanalons 4 €], However, on.ehip temperature changes s
(ABB) (?an be used to pull gack the chgi]p'to ¥he nominal oper)gatiual significantly vary the delay and leak.age of nanometer-sdelaces,
region. We propose the use of this technique to counter tempeture  thereby necessitating the need to mitigate the effectsesfetthermal
variations along with process variations. We present a CAD prspective  variations as well. Only a limited amount of work so far hadradsed
for achieving process and temperature compensation usingidirectional  this problem, such as [8], which focuses purely on tempegatu
e e sy v g o oy Sfecis. In this viork, we apply a combination of femperature
rowythat car? be adoptgd for gigascaleyLSI systen?s‘is providge(()i b.ase.d ABB (TABB) and process-based ABB (PABB) to permit the

circuit to recover from changes due to both temperature aocegs

Index Terms : Delay, Leakage, Adaptive Body Bias (ABB), Process variations. In order to be able to adaptively body bias albof dies
Variations, Temperature Variations, Nonlinear Programming Problem gt g|| operating temperatures, we utilize an efficient aelfisting
(NLPP), Enumeration mechanism that can sense the operating temperature, arebyhe

I INTRODUCTION dynamicall_y regulate the voltages that must be a_pplied ¢obibaly
of the devices to meet the performance constraints. We peojpo

With technology scaling, the effects of process parametgations general architecture and an implementation scheme toacHiés.
and on-chip temperature variations have caused the dethieakage
of modern-day processors to vary significantly from theisidl
values. Some of the dies may satisfy the delay constrainieak
too much, while others may leak nominally but fail to meet th
target frequency. Thus, a significant fraction of the totaiber of
acceptable dies may fail to achieve the performance goais. fas
led to the evolution of methodologies to perform post-silicuning
for yield improvement. Adaptive Body Bias (ABB) provides iabie

The contribution of this paper is to provide a strategy for de
termining the exact amount of bias required to achieve p®ce
and temperature compensation through a combination oflation,
probabilistic design and post-silicon tuning in order toxindze the
yield subject to frequency and leakage constraints. Thithodeis
aptly termed PTABB (process and temperature-based adaptisty
control technique that can counter the effects of on-chifatians. ~ i2S)- The final set of PTABB voltages that can counter pces

Two of t_he significant contributors to o_n-chip variabi!ityiae from ;Q%t;ﬁr:t?féagep XgrBlat;c;]ras T?AtB%“ Sggrztrggo;gnt&goﬁgﬁzag to
changes in process parameters and in the operating te racompute the TABB values, namely, an enumeration based whetho

Process variations lead to fluctuations in parameters sitia@sistor - .
channel lengths, oxide thicknesses, and dopant condensaf hese _and a ma‘ghema_tlcal moqel t_)ased_ method. Enumeration baseB TA
involves simulating the circuit at discrete points in théuson space

cause variations in the delay and leakage of the circuitethe O X X v

affecting performance. On-chip temperature variatiomsite other and finding the best solution. In contrast, mathematicadlgisied
hand, change the mobilities of electrons and holes. An asaen |ABB assumes a continuous search space and provides an exact
the operating temperature causes the mobilities to dezréasreby Sﬂlcljjtllggkgzgga?] dmgd;:ntgfet g%ﬁﬁi}reegrtgfozfrfgrﬁn?ifnzog?/oggﬁwengP
decreasing thd,,, current, which, in turn, reduces the speed of th drmulation. PABB can be performed by building test str ith

circuit. Further, elevated temperatures also lead to arease in .. 8 s - -
the leakage current. On-chip variations can be categogseidt-to- critical path replicas on each WID-variational region [#he exact

ey ot i =i amount of body bias to counter the effects of process variatat

I(%I([I)_)Z bl{ri\g/tzia:;?]rstc[)l}/flafer (W2W), die-to-die (D2D), and \win-die room temperature is detgrmined by' measuring the delay akadde
Adaptive Body Bias (ABB) is a dynamic technique that helpgf the circuit, and choosing the optimal solution.

tighten the distribution of thenaximum operational frequency and
the maximum |eakage power in the presence of WID variations, and The concept of using mathematical models to formulate expre
thereby helps improve the yield significantly. It was firsbposed by sions for delay and leakage, and thereby to obtain exacticodu
Wann et al. in [2] and was further explored by Kuroda [3] duringfor the ABB voltages, is in itself a new and attractive appioa
the design of a DSP Processor. Bidirectional Adaptive Bo#gsB Compared to prior approaches that determine the exact bizdy b
has been shown to reduce the impact of D2D and WID parametetuired during run-time by monitoring the delay and leakéigted
variations on microprocessor frequency and leakage in[$}],[6] in [9]), our scheme uses a simple look-up table (similar inoept to
and [1]. Typically, devices that are slow but do not leak toochm that used in [8]), that stores these pre-computed valueshance,
can be Forward Body Biased (FBB) to improve the speed, wkeresnly requires a temperature sensor to monitor the varigtinnon-
devices are fast and leaky can be Reverse Body Biased (RBBg¢b chip temperature. This eliminates the need for circuits li#kakage
the leakage budget. The work in [4], [7] performs process$atian- current monitor, substrate charge injector, self sulestiaas, etc.,
based ABB, and divides the die into a set of WID variationglioes. since the determination of the TABB voltages is carried dutha
In each region, test structures, which are replicas of thiealrpath, design stage. Further, the ideaanie-time compensation for process
are built. The delay and leakage of these test structuremeasured, variations andrun-time compensation for temperature variations is
and used to determine the exact body bias values that ar@eequeffectively combined. The generation of these additior@dybbias
to counter process variations at room temperature. Thecapiph voltages and their distribution on chip is not considereteawithin
of a WID-ABB technique for one-time compensation during tib&t- the scope of our work. We present the algorithm, implemantand
phase, in [4], shows that 100% of the dies can be salvagede whiesults of this novel scheme in the subsequent sections.
99% of them operate at the highest frequency bin.



Il. CENTRAL IDEA

In this section, we present an overall picture of the progose ‘ ’ ’ o —crr o0
implementation. The die is partitioned into several WIDiatonal ® iy p
regions, and each of these regions is separately compdn<ate Circuit Block with
target technology in this work uses a triple well processalgh Biasable
the idea can be generalized to any other process. The cé&oiulgl Body Bias 4| WID. L, NERE SR
bias generator consists of a PVT invariant voltage referesuurce, Ounacarsr = JIESARE Temp R
and is capable of generating one pair of voltages applicebline Sensor (o]
NWELL and PWELL of each WID variational region separately. ——> M
(Alternatively, the body bias generators can be replicateéach [
WID zone to locally generate and distribute the requiredagss, ’ ‘ ’ ’ '
but a central PVT invariant voltage reference is still regd). A To To vbn lvbp
temperature sensor is placed in each of these regions im twde EIECLY [[RERVEC
detect on-chip temperature variations. A small ROM is fedted CPR : Critical Path Replica Ffer Cangal To Central
in every region, whose look up table consists of a pair ofagst PD : Phase Detector Body Bias Body Bias
(vbn yobp) for each temperature being compensated. ©  :TargetFrequency Generator Generator

The TABB values(vs,., vsp)r 485, that can compensate for tem-
perature variations only, assuming ideal process comdit@re de-
termined during the design stage. Similar val@es,, vs,) PaBB, 10
compensate for process variations at room temperatureabmelated
through post-silicon tuning. These values can be combiseshawn
in Fig. 1 to get one pair of bias values for every block (WID,nger ideal conditions where there is no variation. Theease in
variational region) at each operating temperature forhaldies. The delay at any pointx, 7)) can be written as:
final bias pair, denoted bfuy,,, vs,) PraBB, IS pProgrammed into the ’

Fig. 2. Block diagram for PTABB implementation.

ROM. AD = f(x,T) — f(x0,To) @
where x is the vector of process variables of a particular die,
TABB Design while T is the operating temperature of the die.xfand T' are
(VonVop) TaBB Phaee independent variables, the effect of simultaneously vayy and 7',
determined at PTABB from (xo, To) to (x1, T1) can be approximated as varyirgand?’
each temperature (Vouw Vi) PrABE individually from their original values and adding theiffesits, i.e.,
compensating determined for
point. each die at each AD = [f(x0,T1) — f(x0,To)] + [f(x1, To) — f(x0,To)] (3)
temperature ) . o )
I:—EI_’ compensating where f(xo0, T1) is the delay with temperature variations only, while
point. f(x1,To) is the delay considering the effect of process variations
PABB only.
d("""“”?’) pABE PROGRAMMED The above assumption of independence is justified sinceegsoc
etermined for L INTO A ROM . . .
. . Post-silicon and temperature variations have different device levetotdf and
each die. Tuning Phase FABRICATED IN S .
9 EACH BLOCK hence their impacts on the delay can be treated as indepeufdame

another. Process variations affect parameters such asalhangth,
Fig. 1. Generation of PTABB values for every block (WID variational ox@e thickness, and d."p?‘”t concentration, th.e'r.eby agafie delay,
region). while temperature variations affect the mobilities of éless and
holes, which influences the on-current, and hence, the ddlale
circuit. Further, the results shown in Table | indicate tladidity of

When the circuit is in operation, the temperature senscectet the assumption. The delay of a ring oscillator is measureaugh
changes in the on-chip temperature. The correspondingsaity,, Simulations performed using BPTM [10] 100nm model filesat
andvs, are read from the ROM and fed as inputs to the central bi@§°C andT" = 75°C at the two extreme process corners:
generator. These voltages are generated by the centrajdm@sator 1) Low-Vt corner which is the case where process variations cause
and distributed to NWELL and PWELL through the bias disttibo the threshold voltages of both NMOS and PMOS devices to
network. The overall architecture is shown in Fig. 2. decrease by 10%.

2) High-V't corner which is the case where process variations
Hl. PTABB ALGORITHM cause an increase in botf,,o andVi,o by 10%.

_In this section, we present the algorithm that determinesbily e cojumn labeledNom-Delay in Table | indicates the delay at
bias required for process and temperature variation cosg@m. . _ 950 ynder ideal process conditions. The delay considering
Since we assume the eX|stence'of a triple WeI.I process, tHEeHo the effect of both process and temperature variations isvistia
of both NMOS and PMOS devices can be biased mdeptlendeng;‘(e column labeledelayrr and the variation in delay calculated
However, the algorithm can bga easily modified for a twin wel irectly, using (2) is shown in column 7. Columns labelElay: and
process. We present SPICE-calibrated models that exgrestetay, peyay;, it the delay considering temperature variations andgssc
and leakage in terms of the bias voltages and determine ®ap \ariations respectively. The change in delay, expresseal sism of
bias voltages based on operational constraints. the change in delays due to process and thermal effects (Bjrig

The effects of process and temperature variations on th®/ @l |isted in column 8. It can be seen from the last column in théetthat
a combinational circuit can be represented as: the difference in delay between the two measurements altigildz

D= f(x,T) 1) compared to the actual circuit delay values. Thus, we careidd
decompose the delay expressions into a temperature-captetedm
where D is the delay of the circuitryx is a vector of process and a process-dependent term. We use the above findingsfoonper
variables andI’ is the operating temperature of the chip. bat temperature compensation and process compensation by
and 7, denote the values of the process and temperature variabdéseach other.



TABLE |

DELAY DECOMPOSITION INTOPROCESSDEPENDENT AND TEMPERATUREDEPENDENTTERMS FOR ARING OSCILLATOR

Temp | Process| Nom-Delay [ Delayp Delayp Delay, AD from Eqn (2) AD from Eqn (3) Difference
Corner | f(xo0,To) | f(x1,T1) | f(x1,To) | f(x0,T1) | f(x1,71) — f(x0,70) | [f(x0,T1)— f(x0, To)]+
°C (ps) (ps) (ps) (ps) (ps) [f(x1,To) — f(x0, To)](PS) (ps)
50 Low V; 151.0 145.6 141.8 154.9 5.4 5.2 -0.2
50 High V4 151.0 165.3 161.2 154.9 14.3 14.2 0.1
75 Low V; 151.0 149.2 141.8 158.6 -1.8 -1.5 -0.3
75 High V; 151.0 169.3 161.2 158.6 18.3 17.8 0.5

A. Temperature Compensation

Algorithm 1 Enumeration Algorithm for TABB

Generally, the delay of a circuit exhibits negative tempem
dependencei.e. the delay increases with an increase in temperatur
due to a reduction in the mobility of electrons and holes. d¢éen 4-
we need to forward body bias the devices to reduce the delay at
higher operating temperatures, at the expense of leakaggevér, ©:
at low-V, operations, the reduction iti; has a higher impact than /*
the reduction in mobility and an increase in temperaturenalthe g.
circuits to operate at a higher speed. This effect, destidispositive  o:
temperature dependence, can be used to achieve TABB as describedO:
in [11]. In such cases, the devices may be less forward biésed ﬁ
relatively reverse body biased) at higher temperaturesctoeee 73
leakage savings. We hereby present two methodologies ¢ondiee 1 4
the amount of FBB needed to meet the delay constraint, therets:
minimizing leakage, for the general case of negative teaipez 16:

dependence. igf
B. Enumeration based TABB 19:

The task of ABB compensation is to determine the optimal evalu%%
of the biases for the NWELL and PWELL, that brings the delagkba 22:
to specifications, with a minimal leakage overhead. Thecbmigia 23:
of enumeration is to traverse through the entire searchespad gg:
find this solution. However, since it is infeasible to find ttielay 26-
and leakage over all possible values:gf, and v;,, we discretize 27:
the voltage levels and perform the enumeration over a limget 28:
of values. The maximum amount of FBB that can be applied #&:
restricted by the diode turn on voltage of the source-sat&sjunction ggf
and is process-dependent. The minimum resolution of velthgt 35:
can be applied is set by the designer and is constrained bgidise 33:
generation network. A method for determining the optimduea is 34:
shown in Algorithm 1. We wish to operate the circuit at thehgigt 32

possible frequency, and the target delay of the circuithy )(is 36:

1: Simulate circuit with zero body bias dt = 25°C to obtain D*
. Leakage budget for the circuit is denoted by, q .
: for each temperaturé’ being compensatedo

Measure best-case del&Y(vinmaz, Vopmaz)
if D(Ubnmazvvbpmal‘) 2 D~ then
Reduce operational frequency
Maximum ABB cannot meet delay requirement; decrease target
elay D*.}
else
Initial Solution =(Vpnmaz, Vspmaz)
Limin = 00
end if
for (Ubn = Upnmaz 10 Ubnmin) do
for (pr = Ubpmaz 10 'prmin) do
Apply (vpn, vpp) and simulate at temperatuie
if D(vbnyvbp) < D* then
{Likely solution since it meets deldy.
if L(’l}bn,vbp) < Lmin then
New solution =(vyy, , v4y)
Liyin = L(vbnavbp
end if
else
break inner for loop
{Lower values ofubp do not meet delay.?
end if
Vbp = Vbp — Vstep
{vstep is the minimum resolution of bias that can be appljed.
end for
if D(Ubnvvbpmaz) 2 D~ then
break outer for loop
{Lower values ofvbn do not meet delay.?
end if
Vpp = Vbn — Vstep
end for
if Linin > Lmaz then
Reduce Operational Frequency and go to Line 5
end if

37: end for

determined by a simulation at the nominal temperature.eSivehave
assumed negative temperature dependence, the delay dfdiie at
a higher operating temperature is greater tfiah hence requiring

FBB. The circuit is simulated with the upper bound of the skar and has a cost of)(n”), wheren is the number of bias voltages
Space (Vonmaz , Ubpmaz ) 10 determine if maximum FBB can pull available. Hence, we propose an efficient algorithm basesl@mple
the circuit delay back td*. If the maximum applicable bias fails to nonlinear programming problem (NLPP) that requires theukition

meet the target delay, the operational frequency of thauitittock
needs to be reduced. Otherwise, we set this as our initiatisnland

of the circuit for delay and leakage at a few points only, ttedaine
the exact body bias pair required. The crux of this methodsis a

seek better solutions tha@y,,imax , Vepmae ) Within the search space follows.

SiNce (Vsnmaz, Vbpmaz) IS OVerkill in terms of leakage. The circuit

The delay and leakage of a circuitry can be altered by applgin

is simulated at each of the bias pair points and the solutiabhias bias voltagey,,, to the body of the NMOS transistors atiiq — v, )

the minimum leakage is chosen. If the final leakage of thekblsc to that of the PMOS transistors. Since analytical expressibat can
still greater than the allocated budget, then the operaltivtaquency quantize the effect of body bias on delay and leakage at ticeiti
is reduced,D* thereby increased, and the process of enumerationlésel do not exist, we use polynomial best fit curves to realirese

repeated.

models. Simulation results show that second order polyalsin

both v, and vy, provide a reasonably accurate model of both delay

C. Mathematically assisted TABB

Enumeration over the entire two dimensional search space to
determine the optimum bias ordered pair is a costly proaaskafge
circuits since it requires simulations at each bias valuergtcase)

1The actual voltage applied to the body of the PMOS transistofV;q —
vpy). FOr simplicity, we refer to this asy,,.

2|f a bias pair(vy,1,vpp1 ) does not satisfy the delay requirement, all bias
pairs with @y, < vp,1) and g, < vp,1) fail to meet the delay requirement
and hence can be directly eliminated.

and leakage. Thus we have the expressions:

2 2
D (v, vpp) = DO[Z(Z Aij ”lzn)vllm] 4)
i=0 j=0
2 2 ) )
L(von, vep) = Lo[Y (> bivi,)vh,] ®)
i=0 j=0

where Dy and L, are the delay and leakage values at the given



operating temperature under the condition where procesatica

effects are ignored. Since we have two variablgs and vy, it

is desirable to model the effects of these individually,ejpendently
of each other and finally superpose their effects. In othedsjove
wish to re-write (4) as:

D (b, vbp) = Do f(vbn)g(vp)

(6)

Delay difference (%)

Fig. 3. Accuracy of polynomial curve fits compared with HSPICE
simulations for a ring oscillator at 7' = 25°C and V,;; = 1.0V. Reported
values are the difference in delays at each simulation point

We verified the possibility of this decomposition on the getd

a Ring Oscillator (RO) and the results are shown in Fig. 3. T

reference delays of the RO following the application of bdigs

are measured through HSPICE simulations performed usinGvBP
100nm model files. The delay due to varying, only (measured at

the above problem can be solved by eliminating one of thealbbes
Upn OF Upp IN (11) and finding the minimum value df in (10) with
respect to the other variable using the Newton-Raphson adetit
obtain the optimum solutior(ve, , vep)rABB.

D. Process Compensation

In order to perform process compensation using ABB, a test
structure consisting of the critical path replica is builtdach of the
WID variational regions. PABB is performed in [4] by applgiran
NMOS bias ¢») from an off-chip source and automatically adapting
the PMOS bias to meet the target frequency. The process ésitiexh
for all possible values of,, and the bias pair which results in
lowest leakage is chosen as the final solution. This scheméres
a 5 hit counter and a DAC (Digital to Analog Converter) in tlestt
structures, to automatically determine the PMOS bias foh @&MOS
bias applied.

This methodology can be simplified with the use of externétbge
sources for biasing both the NWELL and PWELL and an NLPP
formulation to determine the exact PABB values. The testcstire
now consists of a critical path replica and a phase detecityr &s
shown in Fig. 2. The NLPP formulation outlined in the prewou
sub-section is employed to determine the exact PABB valtligs.
coefficients in (5) and (9) are now determined by actual nreasents
on chip, instead of circuit simulations for the TABB casef-CHip
sources are used to bias the wells, and the delay and leakéiggesv
are measured at some points. The NLPP is formulated in aticgeen
manner as that in (10) and (11), wifhy, and Lo being the measured
delay and leakage values of tNdD-variational region at nominal
temperature. The NLPP is solved to obtain the optimal bias values
(ven, vbp)PaBmr. The final value that can counter both process and
temperature variations for each WID-variational regiorcasculated

summing the values obtained individually through PABBI an
ABB:
12)

(Von, Ubp)PrABB = (Vbn, Vbp)PABB + (Vbn, Vbp)TABB

vep = Vaa) IS approximated using a second order best fit curve asdowever if the final values are greater tha,maz OF Vbpmaz, the

Fopn) = (1 + 210pn + T205,) (7)

Similarly, the delay due to varying,, only (measured at;, = 0)
is approximated using the polynomig{vs,) as,
9(vp) = (1+ y1vep + y2v3) ®)

The new delay of the ring oscillator at any point,{,vsp) is
calculated as a product of the polynomigla,,, ) andg(vs,). Finally,
the difference between the reference values and the ney dalizes,

calculated at each point, is shown in Fig. 3. It can be seeh tha

this difference is negligible, thereby conforming the pceet trend.
Hence (4) can be re-written as,

D(Vbn, vbp) = Do(1 + 210pn + 2205, ) (1 + Y104, + y2vi,)  (9)

However, leakage does not show a similar trend. The coeffim
(5) and (9) can be determined by simulating the circuit at-sghced
sample points. The desired accuracy for these curve-figgaessions
determines the number of points chosen to obtain the bestifie.
The Nonlinear Programming Problem can be formulated as:

2 2
minimize L(vpn, vp) = LO[Z(Z bij vl )vep)

i=0 j=0

(10)

subject to

D(Vbn, vbp) = Do(1 + Z1ven + 2204, ) (1 + Y108y + y2v,) < D
0 S Ubn S Ubnmaz

0 S Ubp S Ubpmazx (1

solution must be legalized by considering the minimum of shen
of the leakage due to PABB and TABB. The NLPP must be re-
formulated as:

minimize L(vpn, Ubp) = L(Vbn, Vsp)PaABB + L(Vhn, Vep)TABB
(13)

subject to

<D
<D’

D(vbn, vbp)TABB
D(vpn, Vsp) PABB

Ubnmin S UbnTABB S Ubnmazx

Ubnmin S UbnPABB S Ubnmawz
Ubn = UbnTABB + VbnPABB

Ubnmin S Ubn S Ubnmaz

Ubpmin S UbpT ABB S Ubpmazx

Ubpmin S UbpPABB S Ubpmazx
Ubp = UbpTABB + UbpPABB

Ubpmin S Ubp S Ubpmazx

where D(vyn, vop)ras and L(ve,, vsp)rass are the delay and
leakage values from (5) and (9) considering temperaturati@ns

only while D(vpy,, vep)pasp and L(ve,, vep)rapp are the delay
and leakage values from (5) and (9) with process variatiang. o
The limitSvbnmin, Vsnmaz s Vopmin 8NAVppma. are determined by the
process-technology used. The final valges,, vy,) are programmed

lmto the ROM, as described in Fig. 1. When the circuit is inragien,

ese values are referenced from the ROM, based on the ooftput

Practically, if D(vp,,, vsp) €xceedsD”, then the minimum leakage the temperature sensor and the corresponding bias valeepplied

solution corresponds to the case where (11) is an equaligtefore,

to recover performance.



TABLE I
TABB COMPENSATIONVALUES FORISCAS BENCHMARKS

No Body Bias Enumeration based TABB Mathematically assisted TABB Run-time
NLPP Solution Solution after snappiriy ratio
Bench D7 Temp [ Delay | Lkg Delay | Lkg Vpn | Up Delay | Lkg Upn Vp Delay | Lkg Vbn | Vb
mark | (ns) | (C) () | @wW) | (ns) | W) | (V) | ()| (ns) | @w) | V) | 0 | (ns) | uw) | (V) | ¢
CI17 0.067 50 0.070 | 0.067| 0.067 | 0.I67] 0.1 | 0.3 | 0.067 | 0.I159] 0.I11| 0.27| 0.067 | 0.167| 0.1 | 0.3 1.50
CI17 0.067 75 0.073 ] 0.I58 | 0.067 | 0.759 | 0.4 | 0.5 | 0.067 | 0.8I1] 0.44] 0.50 | 0.067 [ 0.89 05 [ 0.5 4.00
C432 | 0.902 50 0941 478 | 0897 115 | 0.2 | 0.2 | 0902 858 | 0.I3] 0.I13] 0.907 | 953 | 0.1 | 0.2 0.51
C432 | 0.902 75 0986 | 11.2 | 0897 | 478 | 04| 04 | 0902 461 | 036 042] 0902 | 478 | 04 | 04 1.63
C880 | 0.763 50 0801 290 | 0.757 ] 809 | 0.2 | 0.3 ] 0.763 | 6.83 | 0.16 [ 0.24 | 0.757 | 809 | 0.2 | 0.3 0.52
C880 | 0.763 75 0838 685 | 0.763 | 37.5 051 05] 0763 376 | 049] 044 | 0.763 | 375 05 | 05 311
CI355| 0.83 50 0841 5.06 | 0.825| 15.7 02103 0.83 128 | 0.I7] 0.24 | 0.825| 15.7 0.2 | 0.3 0.55
CI355| 0.83 75 0879 119 | 0.825| 72.2 051 05 0.83 69.2 | 050 050 | 0.825| 72.2 05 | 05 3.10
C3540| 1.33 50 1.39 16.0 132 | 3130 0.2 | 0.1 1.33 284 1 0.I9] 0.08] 1.32 31.3 02 | 0.1 0.41
C3540| 1.33 75 1.45 1 3750 1.33 135 03] 04 1.33 136 037] 032] 1.33 136 04 | 0.3 0.89
C5315| 1.20 50 1.25 14.9 1.19 35.5 021 02 1.20 306 | 0.I3] 0.I19] 1.19 35.5 0.2 | 0.2 0.42
C5315| 1.20 75 1.30 35.0 1.19 144 03] 05 1.20 147 040 038 I1.19 148 04 | 04 1.17
C6288 | 3.64 50 3.82 247 3.63 58.7 021 02 3.64 558 | 0.I7] 0.19 | 3.63 58.7 0.2 | 0.2 0.47
C6288 | 3.64 75 3.99 57.7 3.61 276 041 05 3.64 256 037] 046 ] 361 276 04 | 0.5 1.75
IV. RESULTS FOR ISCAS BENCHMARK CIRCUITS C) Snapuwy, to the next higher voltage while,, to the
In this section, we apply the above described design flow on nearest lower voltage.
7 ISCAS combinational benchmark circuits and present telt® The delay and leakage of these three points are compared and
obtained. A static timing analyzer (STA) is implemented ¢ébedmine the best solution is chosen. The results after snappinglsoe a
the delay and leakage of the benchmark circuits. The libcansists shown in Table II.

of 26 gates (10 NOT gates, 5 NAND2 gates, 5 NOR2 gates, 3y; can be seen from the table that all benchmarks require BB a

NAND3 gates and 3 NOR3 gates) of different sizes, and has beggher operating temperatures to compensate for the iserieadelay
characterized using HSPICE simulations performed usiadBiTM  q\6 to reduction in mobilities. Further, most of the NLPPusiohs

100nm technology [10] with/zs = 1.0V. The benchmark circuits \yhen sna ; P

. S ) pped to the nearest discrete voltage levels givgics
have been synthesized based on this library using SIS [I&le®ach \yhich are identical to that obtained by enumeration. Howefar
ISCAS benchmark is rather small, we consider a test caseevaler ~17 517 — 75°C, mathematically assisted TABB returns a solution

of thg .benchmarks are placed in different regions of th.e. Semi®  \yhich is one grid higher fory, as compared with enumeration
Specifically, we assume that each of these benchmarks isffeeedt 4,0 1o slight inaccuracies in the delay-leakage model. Duthe

WID variational zone, and can be compensated independeintisich

same reason, for C432 & = 50°C, mathematically assisted
other. TABB returns a solution which is better than enumeratiort (lnes
A. Results of TABB not meet the delay requirement when back-annotated usidg. ST

To determine the optimal amount of TABB required, we assun@milarly, solutions for C3540 and C5315 @t= 75°C are slightly
that there are no process variations, and that the on-chipezature Nierior than the corresponding values obtained throughrenation.
varies from 25°C to 75°C’. We also choosel — 50°C and J1he final column in Table II compares the run-time for the two

° ; : ; ; .- -implementations measured on a Linux workstation with a Pi8G

T = 75°C as the points at which we will determine the optima| mpie o h -
bias required to maintain the delay. The results obtainedutih ngtlgum CPU. Wh'lel't can pe setfen thathmathematlcal!y ?;St
enumeration as well as mathematically assisted methodsplained IS approximately two times faster than enumerationetas
below: TABB at T' = 50°C (with the exception of the smallest benchmark
1) Enumeration b TABB: We assume that the devices ca C17), enumeration outperforms the former for most benchksnar

X . ht 7 = 75°C. This is due to the fact that fewer bias pairs at
be body biased between the range[@¥, 0.5V] with a step T = 75°C satisfy the delay requirement, and hence the number of

of 0.1V. A step of 0.1V is chosen assuming that this is the ; : L : o
lowest resolution of voltages that can be generated by t gndldate solutions for enumerating is quite low. A& 75°C, only

X . . Uhn, Usp) = (0.5,0.5) satisfies the delay requirement for C17,C880
central body bias generator. Thus, 6 possible voltagedaast and C1355, and hence enumeration is more than three timees fas

for both vy, and vy, leading to 36 candidate solutions. TheThan mathematically assisted TABB.) However,7at= 50°C, the
ggtri'gf?énsatrrl](g gg?a?'n;ﬁlc?tﬁgsattﬁge;?nﬁbﬁs’leagfaégeizoémgrfsegrch space for.enumeration based TABB increases, anflcsigh
the final optimal solution, based on Algorithm 1. The resultgB ed-up is obtained by the other method.
are tabulated in Table II.

2) Mathematically assisted TABB: At each of the temperature B. Results of PABB
points, the delay of the benchmarks are measured,at= While PABB is actually performed through post-silicon togj we
[0V, 0.1V, 0.2V, 0.3V, 0.4V, 0.5V] with vy, = Ve, and  perform the same using statistical simulations to get amvisw of
atwvy, = [0V, 0.1V, 0.2V, 0.3V, 0.4V, 0.5V] with v, = 0. the nature of results obtainable by our method. The testtsires
Leakage values are measurbat v,,=[0V,0.25V,0.5V] and to compensate for process variations in each WID variatianae
uy,=[0V,0.25V,0.5V]. Second order best fit expressions fomre assumed to consist of a simple ring oscillator (RO) tircu
delay and leakage are obtained as outlined in Section Ill-Aimulations are performed on the ring oscillator using BPTO@nm.
The NLPP is formulated, as explained in (10) and (11), antiodel files [10]. The delay of the RO simulated dt; = 1.0V
the solution obtained for different temperatures is taledan and T = 25°C with nominal threshold voltage valued/(o =

Table Il. When the NLPP solutions are snapped to points 112607V and V;,o = —0.303V) is 15Ips, while the leakage power
the discrete solution space, three options exist namely:

a) Snap bothy,, andwvy, to_the next higher v_oltage. 3The delay and leakage numbers reported are the STA valuamethtafter
b) Snapw, to the next higher voltage while,, to the back-annotating the bias voltages.
nearest lower voltage. 4A minimum of 9 points is required for the leakage interpalati



is 5.253:WW. We wish to maintain the delay of the RO at this value,

denoted byD*, despite process variations.

The effects of process variations on transistor thresholthges
are quantized using Gaussian distributions ¥o5o and Vi,e. For
simplicity, it is assumed that the statistical distribuatiof transistor
threshold voltages in each WID variational region is the eaifhis
simplification helps us to perform Monte Carlo simulationghw
one set of Gaussian distribution parameters for transtst@shold
voltages, and use the results over all benchmarks. In oocdebtiain
an estimate of the yield without adaptive body bias, MonteldCa
simulations are performed on this ring oscillator with 583t each

temperature. If the delay of the RO does not meet the tardeéeyva

it is assumed that the die fails to meet the delay requirenigm
number of dies that satisfy the delay requirement at eacpeemture

is shown in Fig. 4. It can be seen from the figure that only about

50% of the dies are acceptable at room temperature, andutribar
steadily decreases with increase in temperature. Thigributed to
changes in threshold voltages caused by process variatiwereby
necessitating compensation using PABB.

Number of dies meeting the delay constraint at
different temperatures (Total Dies=50)

30
25 +

20 ~

15

No of dies

10

0+

25 35 45 55

Temperature (C)

65 75

Fig. 4. Yield at different temperatures for the die

In order to determine the PABB voltages for each die, theydetal
leakage distributions of the test-structure are charae@rmased on
the method described in Section Ill D. The delay and leakadieee
with body biasing are measured through simulations, andnskc
order polynomials, as indicated in (10) and (11) are obthifée
NLPP is formulated and solved for each die to determine itsrad
bias. All 50 dies have been successfully biased. 42 diesreeRBB

for PMOS and FBB for NMOS while 6 dies require RBB for both

TABLE Il
PTABB COMPENSATION FORISCAS BENCHMARKS

Bench | Temp | Accepted| P-FBB | P-RBB | P-FBB
mark (© Dies N-RBB | N-FBB | N-FBB
C17 50 50 27 9] 23
C17 75 30 0 0 30
C432 50 50 35 0 15
C432 75 38 0 0 38
C880 50 50 24 0 26
C880 75 27 0 0 27
C1355 50 50 24 0 26
C1355 75 24 0 0 24
C3540 50 50 0 4 416
C3540 75 46 0 0 46
C5315 50 50 29 0 21
C5315 75 38 [9) 9] 38
C6288 50 50 27 0 23
C6288 75 39 0 0 39

to decouple the effects of process and temperature var&atitle use
ABB to counter these individually, and finally combine thdues
effectively to achieve compensation under all operatingdd@ns.

The results indicate that ABB can be used as a successfulsmean
to combat both process and temperature variations and vaphs
performance of gigascale LS| systems.
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