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Abstract— The behavior of the multiple antenna broadcast accurate results for even moderate SNR values, and thus is of
channel at high SNR is investigated. The multiple antenna practical interest [8]. This approximation was first deysid
broadcast channel achieves the same multiplexing gain as ¢h for randomly spread CDMA channels in [5], and has been

system in which all receivers are allowed to perfectly coopate . . .
(i.e. transforming the system into a point-to-point MIMO system). applied to different COMA models [7] [9] as well as point-

However, the multiplexing gain alone is not sufficient to ace- t0-point MIMO channels [8] [4].
rately characterize the behavior of sum rate capacity at hig We consider MIMO downlink channels in which the number

SNR. An affine approximation to capacity which incorporates of receivers is no larger than the number of transmit antenna
the multiplexing gain as well as a power offset (i.e. a zerorder | this scenario, we show that the affine approximation to the

term) is a more accurate representation of high SNR behavior o . . . .
The power offset of the sum rate capacity is shown to equal the SUM rate capacity is identical to the affine approximation of

power offset of the cooperative MIMO system when there are lss  the cooperative MIMO channel, which is the resultant poaat-
receivers than transmit antennas. In addition, the power ofset point channel when all receivers are allowed to cooperate. |
of using the sub-optimal strategy of beamforming is calculeed. addition, we study the maximum sum rate achievable using
These calculations show that beamforming can perform quite beamforming, and provide closed form expressions for the

well when the number of antennas is sufficiently larger than he ff lati h .
number of receivers, but performs very poorly when there are POWEr ofiset relative to the true sum rate capacity.

nearly as many receivers as transmit antennas.
Il. SYSTEM MODEL
|I. INTRODUCTION
We consider anV/ transmit antenna, single receive antenna

: We_con3|der a ml."t'ple ame””?‘ broadcast channel (B%a‘ adcast channel with receivers, with K < M. The
in which the transmitter has multiple antennas and each 0 . : . :
sumption on the number of users is crucial to this work.

. . : a
the recevers ha_ls a single antgnna. It is now well known thﬁ%e broadcast channel is mathematically described as:
dirty paper coding (DPC) achieves the sum capacity of the
mul_tiple antenna broadcast channel as v_veII as the full eégpac yi=hx+n;, i=1
region [12] [1] [10] [11] [13]. Though this channel has been
extensively studied, there is no general closed form esas where h;, hy, ..., hx are the channel vectors (with; €
for the sum capacity, and it can be expressed in general ofily*) of users 1 throughk respectively on the downlink,
as the solution to a convex optimization problem. the vectorx € CM*! is the downlink transmitted signal, and
In this paper, we investigate the high SNR behavior of the,, ..., nx are independent complex Gaussian noise terms
sum capacity of the multiple antenna broadcast channel. Wih unit variance. There is a transmit power constrainfof
study the sum rate capacity (achieved using DPC) as wkd. the input must satisf§[||x||?] < P.
as the sum rate achievable using linear beamforming (withou We denote the concatenation of the channelsHby =
DPC). Itis well known that the sum rate capacity of the MIMOh'h} - - -hi ], i.e. H is K x M with the i-th row equal to
BC achieves the same multiplexing gain as a system wheretht channel of the-th receiver. We consider a slowly fading
receivers are allowed to cooperate. However, the multiptex channel, and assume the transmitter and receivers hawexperf
gain, which quantifies the rate of increase of capacity asaad instantaneous channel knowledge.
function of the SNR, is not sufficient to capture all relevant
high SNR features. I1l. HIGH SNR APPROXIMATION
A more accurate representation of high SNR behavior
is provided by an affine approximation to capacity, whic
includes both the multiplexing gain (i.e. slope) as well as

LK 1)

In [5], the following approximation to capacity was pro-
aosed for asymptotically large SNR:

power offset (i.e. zero-order term). Such an affine approxi- C(P) = 8 (logy(P)— L)+ 0(1)
mation is useful because: (i) it is able to capture the non- P,g
negligible effect of different fading models and increasthe = Sw (ﬁ - Eoo> +o(1), (2)

number of transmit antennas beyond the number of receive
antennas, or vice versa, which the multiplexing gain doeghereS., represents the multiplexing gaifi,, represents the
not reflect, and (ii) the high SNR approximation providepower offset (in 3 dB units), and the(1) term vanishes as



P — co. The multiplexing gainS., and the power offsef., capacity when the transmitter is given channel state inferm

are defined as: tion (CSI) and is allowed to optimize its input to the channel
C(P) (i.e. waterfill along the eigenvalues of the channel). Itfieo
Soo Pgnmwv (3)  simpler to study the mutual information achieved using an
2 C(P) isotropic input. We are interested in the mutual informatid
Lo = Plim (10g2(P) - S—) (4) the reciprocal channel (i.&1"), which is defined as:
The capacity achieving strategy of dirty paper coding and Tyrvo(P,HT) = log [T+ BHTH‘ ) @
the sub-optimal technique of beamforming both achieve a K

multiplexing gain of min(A/, K). In the remainder of this \gte that channel reciprocity does not hold for the mutual
paper, we characterize the power offset tefm for the sum jntormation, and we in fact have (with probability one)
rate capacity and the beamforming sum rate. Tvro(P,HD) > Tymo(PH) when K < M and H is

IV. SUM RATE CAPACITY iid Rayleigh distributed.

The sum rate capacity of the MIMO BC (denoted Theorem 2 At high SNR, the sum rate capacity of the
Cpc(P,H)) is given by the following expression [10]: MIMO BC with M > K and concatenated channel matkik
behaves identically to the mutual information achievedait
isotropic input of theK x M point-to-point MIMO channel

5 with gain matrix H', in the sense that both capacities have

the same affine high-SNR approximation (as defined in (2)).

Proof: This result essentially follows from Theorem 3
%‘ [1], which shows that ifH is full row rank, then:

K
I+ Phlh;
i=1

C P,H = ma. 10
BC( ) (P Z)g‘:]PiSP g

where the maximization is performed over powgxs. . ., Pk.
This expression is the capacity of the dual MIMO multiple
access channel, which is equal to the capacity of the MIM
broadcast channel [10]. lim [Carraio (P H) — Cpe(P,H)] = 0.
When K = 2, a closed-form expression for this maximiza- P—o0
tion can be calculated [1]. In addition, the optimum powefe reciprocity of MIMO channels give€yryo(P,H) =
policy that maximizes the dual MAC expression in (5) ha@MIMO(P’ H'), and we also have
a waterfilling interpretation, in that it is optimal to alate
all power to the user with the larger channel norm up to lim [CMfMo(P, HT) — Tyrrvo (P HT)] =0
some point, after which any additional power should be split 7=~
evenly between both users. Whéh> 2, however, no closed since waterfilling leads to a vanishing increase in capacity
form expression exists for sum rate capacity. In addition, at asymptotically high SNR when there are more receive
examining the KKT conditions that characterize the solut antennas than transmit antennas (whé&feand M are the
(5), we can show that the optimum power allocation does n@limbers of transmit and receive antennas, respectivetfigin
follow the waterfilling form, though it is numerically found reciprocal channel). Thus the sum rate capacity of the MIMO
to be extremely close to waterfilling. However, we are able ®C and the mutual information of the reciprocal MIMO
show that (5) has a unique solution: channel have the same asymptotic (in SNR) behavior for each
Theorem 1: There exists a unique solution to the sunistantiation ofH. This equivalence also holds in the expected
rate capacity maximization in (5) ifh/h;}%, are linearly value sense, i.eE[Crc(P,H)] and E[Zyvo(P,H')| are

independent. Furthermore, if the vectdis; } <, are linearly asymptotically equal. u
independent, then the outer products are independent &s welas a result of Theorem 2, the power offset for the sum
Proof:  See [3]. B rate capacity of the MIMO BC is equal to the power offset of

Let us now move on to the calculation of the power offséhe mutual information of the<' x M point-to-point MIMO
L., for the sum rate capacity. In order to do so, we first defiri@@pacity, a number of which are known in closed form.
the capacity of the point-to-point MIMO system with channel To gain some intuition, consider the affine approximation
matrix H: of the sum rate capacity for a specitit:

CM]A{O(P,H): max log‘I—FHQHw (6) CBC(PaH) = C]\,{[Mo(P,H)

Q>0, Tr(Q)<P i
Z log 5/\»
i=1 AV

1%

This capacity is referred to as tleeoperative upper bound,
because it is the capacity if alll receivers are allowed

to perfectly cooperate. Clearly we havk,ryo(P,H) > = Klog,(P) + log, HH'| — K log, K
Cpc(P,H), since receiver cooperation can only help per-

formance. Note that the reciprocity of MIMO capacitywhere \q,...,Ax denote the eigenvalues of thE x K
implies Carrvo(P,H) = Carrvo(P,HT) [6]. The term  Wishart matrixHHHT, and= refers to equivalence in the limit

Cuimo(P,H) is the capacity of the point-to-point MIMO (i.e. the difference between both sides converges to zero as



Sum Rate vs. SNR Note that this corollary refers to using equal power on thal du
MAC, and not directly on the downlink channel. The downlink
- covariance matrices are related to the dual MAC powers by
Sof M=10 K=5 o the transformations in [10] [11].
(L= ~1.68 dB) L7 y Though we focus on single antenna receivers in this work,
' ' Theorem 2 applies to MIMO downlink channels with multiple
Reference receive antennas if the total number of receiver antennias is
Channel \ ¢ larger thanM . For example, if each receiver has antennas
R L7 \ and NK < M, then the theorem applies. This implies that
Ny 7 such a channel behaves identical t & x M MIMO channel.

e P M=5, K=5 Thus, the high SNR capacity only depends on the product
10} ,»” it (L =3.91dB) N and K and not on their specific values; for example, if
- the transmitter has 8 antennas, then a system with 8 single-
o ‘ ‘ ‘ ‘ ‘ ‘ antenna receivers is equivalent to a system with four dual-
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V. BEAMFORMING SUM RATE
Fig. 1. High SNR Behavior in Rayleigh Fading
We now analyze the performance of transmit beamforming,
and quantify the loss relative to DPC at high SNR. Transmit
P — o). Thus the power offset term for a specifi€ is Peamforming differs from DPC in that no interference is pre-
given by: cancelled at the transmitter. As a result, each user expase
interference from every other user. The dual MAC expression

Loo(H) =logy K — %logg |HHT|. (8) for the beamforming capacity (denotégr (P, H)) is:

When considering fading channels, the power offset is given I phT
. . + Zl 1
by the expected value of..(H). This term has in fact Cpp(P,H) = max E log
’I + Y, P hThJ
0)

been computed in closed-form (in the context of point-to- {Pi: 05, PSP}
point MIMO channels) for the iid Rayleigh distribution ( [8] (

and references therein), Rayleigh with antenna correldfffy In order to maximize rates when using beamforming, the trans
and for the Ricean distribution [8]. In Rayleigh fading, fomit beamformers (in the downlink) or the receive beamvector

example, the power offset in 3-dB units is [8]: (in the dual uplink) should be chosen using the MMSE
MoK " criterion. . . .

Efﬁ —log, K+ [v+1— 1 % Z 1 log, ¢ In ordgr to makg this comparison, we aIsp consider the
P l =M K41 l rates achievable using zero-forcing beamforming. Wheo-zer

. ) forcing is used, the beamforming directions are chosen such
wherey ~ 0.5772 is the Euler-Mascheroni constant. that each receiver experiences no multi-user interfereFfoe

In Fig. 1, average sum capacity is plotted for systems witiaximum sum rate achievable using zero-forcing is given by:
M =5K =5and M = 10,K = 5 and iid Rayleigh

fading. In addition, the reference curve, with a slope of K
5 bps/Hz/ 3 dB, is also plotted. Notice that both systemsCzp(P, H) = max Zlog 1+ Plgill?) (11)
have a multiplexing gain of 5, but there is a power shift (P i, PiSPY T

of approximately 5.6 dB. Increasing the number of transmit
antennas does not change the multiplexing gain, but hagvlereg; is the orthogonal complement df; with respect
significant effect on the power offset term. to the space spanned Hh,},.; (i.e. the projection ofh;
Using Theorem 2, we are also able to show that powenpto the nullspace of spéfh;};.;)). Notice that we have
optimization is not asymptotically necessary when u5|ng3DP||gz||2 = 1/[(HH)~"];;.
Corollary 1: The difference between the sum rate capacity The following theorem proves that the difference between
and the sum rate achieved with equal power allocation in (Bnsmit beamforming using MMSE vectors (i.e. rates of the

converges to zero. form in (10)) and zero-forcing beamforming converges tmzer
X Note that this is a formal statement of the well known fact tha
th Coo(P,H) —log T Z LY hT ] ©) gr’lll\élMSE receiver converges to a zero-forcing receiver dt hig

Theorem 3: The rates achievable using zero-forcing beam-
Proof: See [3]. m forming and MMSE beamforming using any power allocation



of the form P, = «; P converge at asymptotically high SNR:

14+ 05, asPhlh;

‘I+Zz¢] (673

lim
P—oco

log

K
— "log (1 + a; Pllg;|)
j=1
forj=1,....K.
Proof: See [3]

0,

This theorem proves the equivalence of MMSE beamfori
ing and zero-forcing beamforming for each power allocatic

It is intuitively clear that the same statement holds if tlestb
power allocation is considered for both strategies, buktlaee
some mathematical technicalities that make rigorouslyipgp
this difficult. Thus, though the proceeding theorem is faoze

Sum Rate vs. SNR
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forcing beamforming, it is understood to hold for optimal

transmit beamforming as well.

Fig. 2. DPC vs. Zero-Forcing at High SNR

Theorem4 The use of zero-forcing leads to a loss of
log, m bps/Hz in spectral efficiency relative to DPC.

zero-forcing requires inverting th& x M matrix H, which

Proof: Since waterfilling has no effect at high SNR, wds poorly conditioned with high probability whei is large.

haveCzr(P,H) = Y"1t | log (£1/gi]|?), while Cpo (P, H) =
log (£ /HHT|). Thus we have the result. [ |

|HH |
‘2

We denote the loss term @& r = log, Thus,

These results are quite insightful as they give the loss
incurred by using beamforming without interference cancel
lation relative to using DPC in a very simple form. In a
five transmit antenna, five receiver system for example, the

the sum rate achieved using ZF can be apprOXImated at higipected power penalty of beamforming is 5.55 dB (whereas

SNR as:

Czr(P,H) ~ Cpc(P,H) —

Bzr. (12)

When H is iid Rayleigh, a simple expression for thezero forcm

expected loss can be found.

Theorem 5: The expected loss in Rayleigh fading due t

beam-forming is given by:

K-1 .
_ J
EulBzr] = log, e ; nf— bpsiHz (13)
which corresponds to a power offset of
3log, e Kl j
2
7 Z; W dB. (14)

=

Proof: The result follows from the fact thalig;||?
is chi-square with two degrees of freedom for allwhile
|HHT| is the product ofK chi-square rv’s with2 M, 2(M —

1),...,2(M — K + 1) degrees of freedom. [ |
Furthermore, whed/ = K, we have
EulBzr] = Mlogy, M (15)

the approximation in (15) gives 6.97 dB), which is rather
significant. This gap is shown in Fig. 2, along with curvesdor

M = 10, K = 5 system. For this system, the penalty for using
gis only 1.26 dB. Increasing the number of traits
antennas from 5 to 10 shifts the sum rate capacity curve by
$.59 dB, but i improves the performance of zero-forcing by 9.8
dB. This is because zero-forcing gains the increase inCthe
term of sum-rate capacity (5.59 dB, also seen in Fig. 1),glon
with the significantly decreased zero-forcing penalty doe t
the increased number of transmit antennas (5.55 dB to 1.26
dB). Thus adding transmit antennas has the dual benefit of
increasing the performance of dirty paper coding, as well as
significantly decreasing the gap between the computational
simpler technique of zero-forcing beamforming and DPC.

If the number of users and transmit antennas are taken

to infinity at a fixed ratio (i.,e.M = oK with K — o0)

with « > 1, then the power offset between DPC and zero-
forcing is found to be bounded. For exampleaif= 2, or

the number of transmit antennas is double the number of
receivers, the zero-forcing penalty is no larger than 1.B7 d
and monotonic convergence to this asymptote is observed.
Table | contains the asymptotic power penalty for different

in the sense that the ratio of both sides converges to oi¢ asvalues of«. Note that the penalty for any finitd/ is no

grows large. This corresponds to a power offse8ddg, M

larger than the asymptotic value. Thus for large systems;ze

dB, which can be extremely large. Note that the approximatidorcing is a viable low-complexity alternative to DPC if the
3log, M dB overstates the power penalty by 1 - 1.5 dB fonumber of transmit antennas can be made suitably large. A
reasonable values adf/ (< 20), but does capture the growthsimilar conclusion was drawn in [2] where the ratio of theegat
rate. Such a large penalty is not surprising, since the useaahievable with zero-forcing relative to the sum rate cépac



TABLE |

ASYMPTOTICBEAMFORMING PENALTY (M = oK, M — o0) rate capacity of a multiple antenna broadcast channel (with

more transmit antennas than receivers) behaves asyngtptic
identically to the cooperative point-to-point MIMO systeah

a Power Penalty high SNR. Thus, we were able to directly apply all high-SNR
1 | oo (~ 3logy M) MIMO results to the downlink channel. In addition, we stutlie
1.1 71 dB the rates achievable using linear beamforming. We computed
133 37 dB closed-form expressions for the power offset of beamfogmin
relative to sum rate capacity, and found that beamforming is
15 2.8 dB . . . . :
a viable alternative to dirty paper coding only if the number
1.7 dB

of transmit antennas is substantially higher than the numbe
0.9dB of receivers.
An obvious extensions of this work is to analyze MIMO
downlink channels with more receivers than transmit aragsnn
is studied. It should also be noted that using zero-forcimgy a!n this regime, however, no simple equivalence to the cooper
linear MMSE beamforming on the downlink channel is nearl§tivé Point-to-point MIMO channel can be made. As a result,
identical to using a decorrelating receiver or a linear MMSg completely different approach is necessary to charaeteri
receiver, respectively, for an uplink MIMO or randomly spde the power offset of such channels, and preliminary resuits d
CDMA channel. See [5] for similar asymptotic CDMA results!nde_ed show significant differences from the scenario aealy _
The expected power penalty of beamforming under non-ilf this paper. For example, the number of antennas per rceiv
fading models is also of interest. As mentioned earliesets does affect the power offset when there are more aggregate re
form expressions for the MIMO power offset for Ricean fading€iVe antennas than transmit antennas; in the scenarigzadal
and antenna correlation are known. In order to derive suththis paper, only the aggregate number of receive antennas
expressions, one must compute the expected value of {R&f importance.
matrix HH‘. To compgteﬁZF, howeyer, one must. perform_ ACKNOWLEDGMENT
computations on the inverse of this matrix, which are in
eneral difficult. As a result, the beamforming power offeet . . ) . .
9 . . ming pOw! Tulino for useful discussions on the high SNR behavior of
either Ricean fading or antenna correlation are still umkmo MIMO channels
In Ricean fading, the effect of the line-of-sight (LOS) com- '
ponent on the gap between beamforming and DPC strongly de- REFERENCES
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