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Abstract—This paper presents anerror rate-optimal approach to A
reducing processor power whereby a processor is designed from the
ground up to deliberately allow voltage overscaling-based timing
errors during nominal operation, while a software or hardware-
based error resilience technique is used to tolerate these errors. This
approach represents a shift from the traditional design philosophy
of designing a processor core for correctness and then correcting

any errors that occur under various operating conditions. P
e use our recovery-driven design methodology, in which a

processors is optimized with an error resilience mechanism in mind, P
to optimize for Razor [2] hardware error tolerance and for error i ‘
resilient applications [9]. We also show that a processor core- 1
level methodology can be used for the design dfieterogeneously 1
reliable multi-core processord.e., chip multiprocessor designs where !
different cores are power-optimized for different reliability targets. % VA ]
We show that recovery driven processors and heterogeneously min - min (lower voltage)
reliable multi-core processors have substantial power benefits over Fig. 1.
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Design for a target error rate ensures that the target error rate is

their conventional single-core and multi- core counterparts. exceeded at a substantially lower voltage of an already lower power processor,
significantly reducing the power consumption at the target error rate, lowering
I. INTRODUCTION recovery overhead for hardware-based error tolerance and decreasing degradation

. . .in output quality for software-based error tolerance.
Power has been, for some time now, a first order design put qualily

constraint for microprocessors [16]. In fact, performance, yield, [|. MINIMIZING POWER OF ACIRCUIT MODULE FOR A
and functionality are routinely sacrificed for power considerations TARGET ERROR RATE

(5 'rg)ltzle]%ggga%re often designed conservatively to allow correcP€tails on thePowerOptimizemeuristic, which minimizes the
operation under worst-case conditions. Applying a power rBOWer consumption of a circuit module for a given error rate, can
duction technique such as voltage scaling reduces power, BEtfound in [8].

the benefits are limited by the inherently conservative nature of ||| A N ARCHITECTUREAWARE METHODOLOGY FOR

the baseline worst-case design [1]. Some better-than-worst-case PROCESSORPOWER REDUCTION

(BTWC) techniques [1] have recently been proposed to eliminate o -

guardbands against worst-case conditions. However, the processdf'€ PowerOptimizemprocedure optimizes a hardwameodule

is still designed for correct operation in the average case, limitifg Minimize power consumption while ensuring that the error rate
@lthe module will be not exceed a specified target. A processor-

how small the operating voltage can be for a given frequency, a] | dri desian heuristi h hich modul
thereby limiting the power reduction that is possible. evel recovery-driven design heuristic must choose which modules

Arecent study [8] has suggested that significant power benetRs optimize, as well as the error rate targets and operating
may be possible for a hardware module from a CAD-lev&pltage for the optimized modules such that processor power is
methodology that minimizes the power of the module foratarg@thIImIZ.eg- 1sh heuristic f N
timing error rate. The outcome of the CAD methodology is% gorithm 1 shows a heuristic for minimizing processor power

modified design for a hardware module that targets an error rigg & target error rate. The first step of the power-minimization
and consumes less power than the baseline. euristic involves characterizing the modules of the processor core

This paper extends the module-level methodology in [8] to th@ terms of their power consumption at different error rate and
processor level to enable a novel approach to reducing single-cépéage targets. These data are providedPbyverO ptimizerand
and multi-core processor power — designing a processor fretged to select the optimal operating voltage(s) for the processor
the ground up to deliberately allow voltage overscaling-basé@re as well as the error rate targets to assign to the processor
timing errors ([4],[2]) during nominal operation, while using anodules.

software or hardware-based error-resilience technique to toler]atc-—_r he next step in the processor-level heuristic is to use the data
these errors. rom PowerO ptimizeto solve an optimization problem. The opti-

The proposectrror rate-optimalapproach to processor desigrinization objective is to minimize the power of the processor core
has several architectural implications. For example, one can ngMPject to the constraint that the processor error rate must be less
design recovery-driven processard.e., single-core processorsthan the chosen target rate. Using the data fRowerO ptimizer
whose power is optimized for a target error recovery mech@e can formulate expressions for the power and error rate of
nism. The target error recovery mechanism can either be timitig¢ processor core in terms of the module error rates and the

speculation-based or it may simply be an application with inheregiterating voltage. Thus, the goal of the optimization problem for
error tolerance ([4],[12]). a particular voltage is to find the assignment of error rate targets

Similarly, the proE)osed approach enableterogeneously re- to modules that satisfies the optimization objective. We used a
liable multi-core designsvhere each core is power-optimizedlisjunctively-constrained knapsack-based [15] approach to solve
for a different reliability requirement or recovery techniquethe optimization problem. Finally, the heuristic selects the voltage
Applications are mapped to the appropriate core based on treid error rate assignment for which power of the processor core
robustness in the face of errors. Such heterogeneously reliableninimized and performs Engineering Change Order (ECO) for
multi-core architectures adapt to diversity in applications arghch module using the optimized netlist for the target voltage and
allow higher power savings for similar levels of performance. assigned error rate.



Algorithm 1 Processor-level Design Heuristic.

Procedure OptimizeProcessor(E. Riarger, MODULES, DOMAINS)
for each module m in the optimization list of MODULES do
for each error rate ER < ER;grger do

PowerOptimizer(N(m),ER);

end for

. end for

. for each voltage V' € Vyypge do

1.
2
3
4
5. Use the results from PowerOptimizer to characterize P, (V,ER)
6
7
8

that we consider in this paper, errors in the arithmetic units
(i.e. ALU, FPU) can be tolerated. For this class of applications
(which relies heavily on numerical computation), the arithmetic
units account for approximately 35% of the dynamic power

consumption of the processor. o
In addition to the list of modules to optimize, the

OptimizeProcessoprocedure requires a target error rate. The

Minimize Peore(V) = (P (V.ER)) s.t. . . . .

ERcore(ERnadtey -+ ERmodutess) < ERarger _ error rate is chosen such that all applications in the class have
9. Record minimum power P27 (V) and module error rate assign- .

ment S(V) = [ERpoduie, -+ E Rodites acceptable quality for the target error rate.

10. end for

11. Select the voltage ¥, at which power P is minimized

12. Let V*(S(V)[m]) be the voltage that minimizes power for module m
at ER = S(V)[m]

13. Locate the DOMAINS neighbors {V1, ..., Vpomains } nearest to the set
of voltages V*(S(Vopr))

14. Assign

Vplm]

each module m to the voltage domain

€ {N,....Voomans} that minimizes power

Po(Vplm], S(Vop ) [m])
15. Perform ECO for each module m € MODULES with netlist
N(m, Vol S(Vop)[m));

B. Heterogeneously Reliable Multi-core Processors

Different applications have different levels of intrinsic robust-
ness and different activity profiles. Some applications cannot
tolerate errors, while others can seamlessly tolerate datapath
errors at the expense of output quality [12]. Ideally, a processor
core should be matched to the robustness of the application it is

running.
Justgas single-ISA heterogeneous multi-core processors [10]

were proposed to efficiently meet the varying performance needs
of different classes of applications, we propdsserogeneously
reliable multi-core processorésee Figure 3) in which the cores
. Iy' ARCH.'TECTURALIMPL'CAT'ONS . n the processor pare desigﬁed fogr diffe)rent reliability targets
In this section, we discuss two classes of processor designs {ighqy our processor-level design heuristic. For a reliability-diverse
are enabled by the proposed error rate-optimal processor degigfikjoad, a heterogeneously reliable CMP can potentially achieve
methodology. higher power and energy efficiency than homogeneous CMPs by
A. Recovery-driven Processors mapping an application with a specific reliability requirement to

The proposed design methodology enabtesovery-driven an appropriate core on the processor. A homogeneous CMP will
processors- single core processors that are optimized to delibakaste power or performance by either over-provisioning for error
ately produce timing errors at a rate that can be gainfully toleratg@frection when it is unnecessary or under-provisioning when

by a hardware or software-based error tolerance technique. Protection is necessary and suffering a performance loss or power
1) Case Study: Circuit-level Timing SpeculatioBne popular increase to ensure reliability.

hardware-based scheme for error detection and correction is
circuit-level timing speculation. Razor [2] is one good example - J

of a circuit-level timing speculation-based scheme. s | ‘ ‘
A recovery-driven processor design targeted for Razor takes

into account the frequency of errors that can be gainfully tolerated
by Razor (determined by error recovery overhead) as well as the -
number of latches in which an error is allowed (which determines 1

the_cost of making the circuit robust to errors). Job sequemeaa @ — (® “Scheduling a job
The methodology for producing a recovery-driven processor Error o estimation

targeted for Razor begins with an initial estimate of the optimal
target error rate is made, based on characterization of the ce®§s3. The heterogeneously reliable CMP matches each application to the core
and benefits of the technique with respect to error rate. THhigt has minimum power for the application’s reliability requirement.

involves estimating the power savings afforded by voltage scaling, eyample heterogeneously reliable dual-core CMP consists
and the power cost of error recovery and finding the voltage (aﬂfﬁ)ne core designed for hardware error tolerance with Razor
corresponding error rate) at which the cost and benefit equalizgy 5ne core relying on application-level error tolerance that’
Next, the processor is optimized for the selected target error ril€jegigned to aliow errors in arithmetic units under nominal
using theOptimizeProcessoheuristic described in Section IIl. o,qqitions. Error tolerant applications are mapped to the core
Finally, we characterize the optimized design and check for gogdsiqned to allow arithmetic errors, while applications that cannot
matching between the error rate for which power is minimizeflo a1e errors are mapped to the core designed for Razor-based

and the target error rate for which the design was optimiz ; ot
: ror tolerance. When the workload only consists of applications
We create a feedback loop, and the difference between th cannot tolerate errors, the frequency of the second core is

error rates drives the optimization flow until a good matchin duced to prevent timing errors

is achieved and power is minimized. Similar methodology can béAnother example heterogeneously reliable multi-core processor

used for other timing speculation-based techniques such as Intelgy have different cores optimized for applications with different

EDS [13]. _ I . _ levels or types of software-based error resilience. For instance,
2) Case Study: Application Noise Toleranc&rror-tolerant ‘E%ecore may be optimized for applications that can tolerate float-

Fig. 2. Processor core power-minimization heuristic.
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applications [14] represent an opportunity to save power apgh hoint errors, while the other core is optimized for applications

increase performance by allowing errors to propagate 10 W&y can tolerate errors in the SAD (sum-of-absolute-difference)
application level rather than expending power to detect and corrggt

them at the hardware level. For several such applications, data”

errors simply result in reduced output quality, instead of program V. EXPERIMENTAL METHODOLOGY .
failure. Our methodology for demonstrating the benefits of exploiting

Designing a recovery-driven processor for error tolerant appéfror resilience for single core and multi-core processor design
cations requires several considerations. First, the set of procedss two parts — a design-level methodology to characterize the
modules is partitioned into two subsets — one containing modufesver and reliability of circuit modules optimized for different
that produce errors that the applications can tolerate, and anotlwtage and error rate targets, and an architecture-level method-
containing modules that should not allow errors to propagatedtogy to estimate processor power and performance when the
the application level. For the class of error-tolerant applicatiopsoposed design-level techniques are applied at the processor



level. The design-level methodology is described in [8], and tlegror rate minimizes the voltage at which that target error rate

architecture-level methodology is descrived in [6]. occurs. Thus, as the error rate target is increased, correctness
VI. RESULTS AND ANALYSIS is relaxed to a greater extent, allowing more cell downsizing,
A. Minimizing Power for a Target Error Rate less restriction on voltage scaling due to resulting faulty paths,

To demonstrate the benefits of minimizing power for a targéf'd @ correspondingly lower voltage for the target error rate,
error rate, we run experiments for five implementation cases at'Rich translates into lower power consumption. Note that tightly
operating frequency of 0.8GHz (the highest frequency at whiégnstrained SP&R.pr.oduces a Cje5|gn with an error rate even lower
no module produces timing errors) — Traditional P&R with &an the power optimizer for a given voltage. However, as Figure 6
loose clock frequency target (0.7GHz), Traditional P&R with §emonstrates, the power overhead of this approach is substantially
tight clock frequency target (1.4GHz), BlueShift PCT [3], SlacRigher than that of the power optimizer due to additional area
optimizer [7], [6], and Power optimizer (i.e., designing for atarg&Verhead that offse_ts_the benefits of additional voIt_age scaling,
error rate) Note that the Power Optimizer produces a differedfowing Power Optimizer to emerge as the most efficient power
design for every error rate target, while other implementatiof@duction technique for a given target error rate.
simply produce one design each that is evaluated at different efgorrecovery-driven Processors

rates. In this section, we demonstrate the benefits of designing pro-
Processor Power cessors for specific hardware and software-based error tolerance

mechanisms. . . .
1) Circuit-level Timing SpeculationFigure 7 compares the

power consumption of processors designed to produce errors
that are tolerable by Razor against the power consumption of
processors designed for other objectives, such as gradual slack
or BlueShift, and against processors that have been designed for

_ . _ correctness but use the traditional Razor methodology to save
Fig. 4. Processors optimized for different error rate targets consume the IeﬁﬁWer

power out of all alternative designs, especially around the error rate target for ’

which they were Optlmlzed Processor Power Consumption with Razor Correction

Power (W)

= SlackOpt
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Figure 4 compares the power consumption of processors opti-
mized for different error rate targets against alternative design
approaches. The results confirm that the processors designed
for target rates of 1, 4, and 8% indeed have the lowest power

— B BlucShift

PowerOpt 1%

Power Consumption (W)

> SlackOpt

consumption at those error rates. Note tlRmwer Optimizer oo 095 090 035 050 Voo
significantly outperforms BlueShift and Slack Optimizer at all.

L L . . . u. . 7. The benefit of designing a processor to produce errors then correcting
error rates. This is not surprising, C0n5|de”ng that BlueShift amgm with an error tolerance mechanism over designing for correctness and

Slack Optimizer target different objectives, and therefore reswen relaxing the correctness guarantee can be significant. Results are shown for

in ﬁrocessors that are overdesigned for specific target error rapes:essors with Razor.
otice also that in many cases the power optimizer produces a

design that has lower power even for an error rate of 0%. Differ- Figure 7 demonstrates that the minimum processor power is
ence in power consumption at 0% error rate between conventiotigleed achieved for processors that are designed to produce errors
SPR and PowerOpt/SlackOpt is due to the fact that conventioffzat can be gainfully tolerated by Razor. Designing the processor
SPR does not use functional information, and therefore, optimiZ@§ the error rate target at which Razor operates most efficiently
even false paths and dormant paths at the expense of area/podigved us to extend the range of voltage scaling from 0.94V
SlackOpt has a high power overhead relative to PowerOpt figf the best “designed for correct operation” processor to 0.88V
0% as it optimizes for a range of error rates, which requird@r the processor designed for an error rate of 1%, affording an

i ing in hi itional 22% power savings.
féicslécégte;?lyuppsxvee? gvrgrcr)]reeagaths, resulting in higher area, ) Applicationp Noise ToIe?ance?I’o demonstrate the benefits

of recovery-driven design targeted at application-level noise tol-

frocessorrrorRate s erance, we use a face detection algorithm [14] as the target
application. Face detection is naturally robust to errors in several
arithmetic processor modules and does not require strict compu-
tational correctness. Rather than causing program failure, errors
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020 - Sk may result in reduced output quality (false positive or negative
000 s Volage (V) detections) [12].
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Fig. 5. The voltage at which a design reaches its target error rate determines 0 Degradation of Face Detection Accuracy
how much power can be reduced through voltage scaling. <. /
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100 095 090 085 050 Voltage (V) Fig. 8. The figure above shows how the detection accuracy for the face detection

Fig. 6. The power of a processor design at a given voltage shows the relafi@plication degrades as the error rate of the processor is increased. Even at some
ordering of designs in terms of power overhead. non-zero error rates, maximum output quality can be achieved.

Figures 5 and 6 further explain why designs optimized for Figure 8 shows how detection accuracy degrades as the error
error rate targets are able to achieve lower power than alteate of the processor increases. Notice that due to the robustness of
native approaches. Figure 5 shows that designing for a tartjet face detection algorithm, maximum output quality is observed



even for non-zero error rates of up to 1% and remains within 10@Ps that guarantee correctness (baseline and Razor-based error
of the maximum value for error rates of up to 15%. tolerance) suffer, since these configurations have over-designed
arithmetic units. l.e., these configurations use additional power
and area (due to guardbanding and Razor overhead respectively)
to ensure that no errors occur in these units, even though the error-
tolerant applications can gainfully tolerate errors in these units.
These overheads result in 44% lower EDP for the heterogeneously
reliable CMP with respect to the baseline CMP and 26% lower
EDP with respect to the CMP with Razor-based error tolerance.
For the workload with a mixture of applications with different
Fig. 9. This figure demonstrates the power benefit of a processor that is desigiliability requirements, each homogeneous CMP suffers from the
to allow errors in the arithmetic units over a processor that is designed ®ub-optimality described above, and the heterogeneously reliable
correctness. All modules in the processor operate at the same voltage. R@MP stands out uniquely as the most efficient design point,
is used to correct errors in non-arithmetic units. achieving EDP benefits of 37%, 17%, and 16% over the baseline
Figure 9 compares the power consumption of process&®IP, and CMPs with Razor-based and software-based error
designed for software-based error-resilience. In the figure, tilerance, respectively. ) )
processors achieve the same output quality at a given error r%%nother_example héterogeneously reliable multi-core processor
but processors designed to allow errors consume less power, exploits diversity in the error resilience of applications
power is minimized for these designs at their respective error r§@SISts of cores customized for different reliability targets.
targets. For example, at an error rate of 1%, where output qualitgPlications are mapped to cores based on the error rates they
is still maximized for the face detection application, the processgn 9ainfully tolerate. Figure 9 demonstrates the power benefits
designed for an error rate target of 1% consumes 25% less pofjef1atching the reliability requirement of a task to the reliability
than the best processor designed for correctness. Power ben@fifidn target of a core. Additional power savings become avail-

over the next best alternative are 17%. Benefits are even higRBI€ as the tolerable error rate increases. Note that portions of a
for larger error rates if some output degradation is permissible:0"€ may still be protected using a hardware-based error resilience

. . mechanism.

C. Heterogeneously Reliable Multi-core Processors
To demonstrate the power benefits of heterogeneously reliabl
multi-core processors over homogeneous multi-core processor

we considered a heterogeneously reliable dual-core CMP wh . - 3
one core is designed for hardware-based error tolerance with Baerately allow voltage overscaling-based timing errors([4],[2])

zor, and the second core relies on application-level error toleraifit§ing nominal operation, while using an error recovery technique

and is designed to allow errors in arithmetic units under nomin® tolérate these errors. In thiror rate-optimal approach to
conditions. We consider three homogeneous configurations — gﬁgucmg processor power, the processor is optimized for a target

with baseline cores designed for correctness, one with cores g?ﬂ(ﬁgm rate instead of correct operation during nominal

are optimized for Razor-based correction, and one with cor¥¥ig showed that optimizing power for a target error rate allows
that allow errors in arithmetic units and rely on software errggmﬁcan“y lower operating voltages for the same frequency of

Processor Power for Single Voltage Rail Design
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VII. CONCLUSION
g' his paper presents a novel approach to reducing processor
er by designing a processor from the ground up to de-

tolerance. We also consider three types of workloads — OfSeration, resulting in significant processor power savings for
includes only applications that do not tolerate errors (SPE(gmjjar |evels of performance. Power improvements were up to
one includes only applications that tolerate errors (face detecti@oy for an error rate target of 0.5% over the traditional design
CG, FIR, least squares), and one includes a mixture of emgiaihodology. We also showed thatcovery-driven processors
tolerant and error-intolerant applications. The Razor core and %heterogeneously reliable multi-core processhase substan-

application noise-tolerant core in have been designed for an err hower and EDP benefits over their conventional counterparts.
rate of 1%. The operating frequency for all designs is 0.8GHz ggnefits were up to 29% and 32% respectively.

above. As the need for low-power processing increases and as appli-
cations show increased diversity in error tolerance, the benefits

EDP for CMP Configurations
7oL @Homogensous of the proposed design philosophy will continue to increase.
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