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A Supply-Noise Sensitivity Tracking PLL in 32 nm
SOI Featuring a Deep Trench Capacitor Based

Loop Filter
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Abstract—An adaptive PLL that maximizes the timing com-
pensation between clock and data, commonly referred to as the
clock data compensation effect, is demonstrated in 32 nm SOI.
A number of previous adaptive PLL designs have successfully
proven that processor operating speed can be improved by modu-
lating the clock path delay or the PLL output clock period using
the resonant supply noise. In this work, we take the adaptive PLL
concept one step further by achieving optimal clock data com-
pensation across a wide range of PVT and operating conditions.
This was accomplished by an automated supply-noise sensitivity
tracking loop which constantly monitors any timing errors occur-
ring in a critical path replica circuit. Compared to a conventional
PLL, the proposed design achieves up to a 15.6% improvement in
processor Fmax or a 9.8% reduced dynamic power consumption
under an iso-operating frequency for a realistic supply noise.
Additionally, a 92.1% reduction in PLL area was achieved by
employing ultra-high density deep trench capacitors in the loop
filter.

Index Terms—Resonant supply noise, clock data compensation,
adaptive PLL, deep trench capacitor.

I. INTRODUCTION

P OWER supply noise is considered as one of the major
performance limiting factors of modern low-voltage and

high-performance microprocessors [1]. Traditionally, off-chip
and on-chip decoupling capacitors have been used to regulate
the supply noise across a wide range of frequencies [2]. Supply
grid optimization and noise tolerant clock network designs
[3]–[8] have also been widely used to minimize the impact
of power supply noise on processor performance. Recently,
circuit based supply noise cancellation techniques such as
active decoupling capacitors [9], active damping resistors [10],
and switched capacitor circuits [11] have been proposed for
minimizing the supply noise and thereby reducing the processor
power consumption.
Supply noise caused by the resonance between the

package/bonding inductance and on-die decoupling capac-
itance, also referred to as first-droop noise [2], is generally
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Fig. 1. (a) Supply noise waveform of a typical high performance processor. It
contains multiple droop components owing to the different resonance frequen-
cies of a power supply network [2]. (b) Power supply network impedance re-
sponse for Intel’s Nehalem™ processor [13].

believed to be the dominant supply noise source in modern high
performance systems [8], [11] and has the largest voltage droop
magnitude as shown in Fig. 1(a). The magnitude of the resonant
noise can reach up to 10–15% of the nominal supply voltage
while its fundamental frequency typically resides between
40 MHz and 300 MHz [12] as shown in the supply network
impedance of Intel’s Nehalem microprocessor in Fig. 1(b).
Recently, researchers have revealed an intrinsic timing com-
pensation phenomenon between the clock and the data signals
(commonly referred to as the Clock-Data Compensation or
CDC), which could alleviate the impact of resonant supply
noise on processor speed [2], [13]. Adaptive clocking schemes
have been proposed to maximize the CDC effect including a
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Fig. 2. Impact of resonant supply noise on processor (left) and power consumption (right) for different first droop noise amplitudes.

new clock tree design in [2] where the amplitude and phase
of the resonant noise seen by the clock buffers are modified
using RC filtered clock buffers. Another promising approach to
enhance the CDC effect is to systematically couple the supply
noise into the PLL output clock using programmable resistor
[13] or capacitor banks [14]. However, previous adaptive PLLs
rely on an exhaustive search algorithm to find the optimal CDC
parameters, which involves a cumbersome and time-consuming
calibration process. Moreover, once programmed, these pa-
rameters cannot be adjusted making the design susceptible to
the operating condition changes and other PVT variations and
aging effects. In addition, the extra passive devices and analog
circuitry in the CDC modulator increases the PLL area and
worsens the loop stability.
In this paper, we propose an Automatic Supply-noise Sensi-

tivity Tracking (ASST) PLL that addresses all the above-men-
tioned issues. The proposed PLL aligns the local clock edgewith
the datapath signal using an on-the-fly supply-noise sensitivity
tracking loop based on a tunable critical path monitor circuit that
detects timing errors. In addition to the optimized performance
and power consumption by using the automatic tracking loop,
the PLL area is significantly reduced by utilizing, for the first
time, an ultra-dense deep trench capacitor in the loop filter.
The remainder of this paper is organized as follows. Section II

describes the impact of resonant supply noise on the processor
performance and provides a brief introduction to the CDC ef-
fect. A mathematical derivation of the optimization of the CDC
effect based on the proposed supply-noise sensitivity tracking
scheme is presented in Section III. Section IV shows the imple-
mentation details of the 32 nm adaptive PLL test chip including
the supply noise sensitivity tracking loop and the dense deep
trench capacitor based low area PLL loop filter. The test chip
measurement results are given in Section V and a summary is
provided in Section VI.

II. RESONANT SUPPLY NOISE AND CLOCK DATA
COMPENSATION

Resonant supply noise has significant implications for
improving chip performance and power consumption. Re-
ducing the resonant supply noise allows processors to operate
at a higher frequency for a given supply voltage as shown in

Fig. 2(left). Similarly, power consumption of a processor can be
reduced since the same performance can be met using a lower
supply voltage (Fig. 2(right)). To minimize the resonant supply
noise, the power supply network in modern processors must
have extremely low impedance values (e.g., few milli-ohms)
by employing large amounts of on-chip decoupling capaci-
tors, but this incurs a significant area and leakage overhead.
Furthermore, integrating more on-chip decoupling capacitors
provides diminishing returns in terms of processor performance
as experimentally shown in [15].
The timing compensation between the clock period and the

datapath delay can be utilized to overcome the resonant noise
issue at a much lower overhead. Fig. 3 illustrates this in the
context of a conventional and adaptive PLL [13], [14]. Un-
like the conventional view depicted in Fig. 3(left) where the
clock period is constant irrespective of the supply noise, pro-
cessor performance may not suffer as much with the beneficial
timing compensation effect between the datapath delay and the
clock period as shown in Fig. 3, center. The clock delivered
to the local datapath is affected by the resonant supply noise
while it is travelling through the clock distribution network and
therefore, the clock period is modulated. The clock period mod-
ulation is a result of two consecutive clock edges travelling
through the clockpath experiencing different delays under res-
onant supply noise. For example, during the supply noise up-
swings, the second clock edge travels faster than the first re-
sulting in a compressed clock period. Similarly, the clock period
stretches out during supply noise downswings. The net effect
is the modulated clock partially compensating for the datapath
delay variation, alleviating the impact of resonant supply noise
(Fig. 3(center)). However, the dependence of the clockpath and
datapath delays on supply noise are different and therefore, the
intrinsic CDC can offer only limited timing relief.
In this paper, we propose a closed loop system that can track

the optimal supply sensitivity parameter using the bit error in-
formation from a critical path replica circuit. The closed-loop
tracking technique allows the processor to operate at its peak en-
ergy-efficiency point by aligning the local clock period with the
datapath delay as shown in Fig. 3, right. By modulating the PLL
output clock period while carefully accounting for the clock pe-
riod modulation in the clockpath, timing failures in the datapath
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Fig. 3. Intrinsic and enhanced CDC effects and their impact on processor performance.

Fig. 4. Intrinsic CDC effect when using a conventional PLL (left). Enhancing CDC effect by employing an adaptive PLL (right).

can be avoided as shown in Fig. 4. Eventually, this leads to a
lower power consumption under iso-operating frequency or a
higher operating frequency under iso-power consumption.

III. PLL SUPPLY-NOISE SENSITIVITY TRACKING FOR
OPTIMIZING CDC EFFECT AND ITS MATHEMATICAL

DERIVATION

In previous adaptive PLL designs, CDC parameters such as
phase shift and sensitivity were determined through an exhaus-
tive search which can be cumbersome and time-consuming [14].
Another shortcoming of previous designs is that the CDC pa-
rameters could not be updated after the one-time calibration has
been performed. This would make the CDC efficiency vary de-
pending on the chip operating mode and PVT parameters. In
this work, a single parameter (i.e., PLL supply-noise sensitivity)
based CDC optimization is proposed to address these issues.

A. Mathematical Derivation of Optimal CDC Effect

Adaptive PLL designs in [14] and [16] enhance the CDC
effect by adjusting the supply sensitivity (i.e., change in PLL
output frequency or delay with respect to the resonant noise
amplitude) and the phase-shift (i.e., phase difference between
PLL output and resonant noise). This was achieved by system-
atically coupling the resonant supply noise to the PLL output

clock. Before we cover the circuit design details, we first show
the mathematical derivation of optimal CDC parameters. It is
worth pointing out that the exact mathematical proof for op-
timal timing compensation is complicated and provides limited
insight, so instead a simplified version based on inference is pro-
vided here to help the readers understand the basic operation of
the proposed adaptive PLL.
For the mathematical modeling of the CDC effect, let us first

consider a reference delay line with a nominal delay of
and a supply sensitivity of . Here, supply sensitivity is de-
fined as the change in the reference delay under an AC supply
noise, normalized to the amplitude of the supply noise. For ex-
ample, if the supply voltage has an AC noise of
V and the resulting delay change is

, the supply sensitivity is 1 ns/0.1 ns/V.
Using the concept of a reference delay line and assuming that
its delay is short enough that the phase difference between the
supply noise and delay is negligible, we can model the delay
of an arbitrary signal traveling through a clock path or data
path. To simplify the modeling, the resonant supply noise in
our analysis is assumed to be a single-tone sinusoidal function

where is
the nominal supply voltage and is the amplitude of the
resonant noise having a frequency of f. Then, the time-varying
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delay of the reference delay line under resonant supply can be
modeled as

(1)

where is the nominal delay of a reference delay line at
and is the supply sensitivity of the reference delay

line.
In order to calculate the period of the local clock under reso-

nant noise, we need to know the period of the clock generated
by the adaptive PLL as well as the change in the clock period
due to the resonant noise in the clock path. The later component
can be calculated by taking the difference in the clock path de-
lays of two consecutive clock edges, i.e., the preceding 1st edge
and the subsequent 2nd edge. That is, the local clock period can
be derived using the following expression:

- - (2)

Now, let us define the time instances pertaining to the clock path
and delay path delays needed for the rest of the derivation:

t: time when the 2nd clock edge arrives at the
datapath (or time when the datapath signal
arrives at the sampling flip-flop);

: time when the datapath signal was launched
and entered the datapath;

: time when the 1st clock edge arrives at the
datapath;

- : time when the second clock edge enters the
clockpath;

-
:

time when the first clock edge enters the
clockpath.

Using the general delay expression given in (1) and the timing
points defined above, we derive the period of an adaptive PLL’s
output clock (i.e., ) under resonant supply noise by inte-
grating (1) from - to - :

-

-

- (3)

Here, - is the PLL clock period at a nominal supply
voltage of and is the supply noise sensitivity of
the adaptive PLL. To derive the local clock period in
(2), now we need to calculate the clockpath delay of the 1st and
2nd clock edges, namely - and - . The delay of
the 1st clock edge travelling through the clockpath is the time
integration of (1) from - to and
expressed as

- -

-
(4)

Here, is the supply sensitivity of clockpath and -
is the nominal clockpath delay at a supply voltage of .

Likewise, the clock path delay of the 2nd clock edge is the time
integration of (1) from - to

- -

- (5)

Since deriving an analytical expression for optimal CDC is
quite involved, we will use the inference method to find the
optimal solution by first assuming that supply sensitivities of
the PLL and clockpath are identical (i.e., ). Using
(2)–(5), we are now able to express the local clock period as

-
(6)

which shows that the local clock period under the optimal CDC
effect is simply the time-varying delay of the 2nd clock edge
travelling from to t.
Similar to the derivation of the clock period, we can calculate

the time-varying delay of the local datapath by integrating (1)
in time from to t:

-
(7)

Similarity between (6) and (7) suggests that the local clock
period and datapath delay react in similar ways in the presence
of resonant supply noise. The main discrepancy arises from the
fact that the supply sensitivity parameters appearing in the two
equations are different. That is, is used in (6) while is
used in (7). Both numerical and circuit simulations show that the
impact on timing compensation effect is negligibly small (see
Section III.C) and hence, we can conclude that the two time-
varying equations can be aligned closely by simply making the
supply sensitivity of the PLL the same as that of the clockpath.

B. Proposed PLL Supply-Noise Sensitivity Tracking Loop

Based on the mathematical derivation described in the pre-
vious section, we propose a scheme in which the optimal CDC
effect is achieved using a single parameter (i.e., PLL supply-
noise sensitivity) control. The key benefit of a single parameter
control over a multi-parameter one [14] is that it enables a sim-
pler closed-loop system for tracking the optimal configuration
(Fig. 5). By employing a tracking based calibration scheme and
periodically updating the supply-sensitivity parameter, we can
achieve the optimal performance improvement irrespective of
the processor operating condition. Simulated results in Fig. 6
show a 7.8% higher processor across a wide range of
PVT parameters for the proposed ASST PLL as compared to
the previous adaptive PLL design which has a fixed supply-sen-
sitivity. The detailed circuits and an analysis on the proposed
closed-loop system will be described in Section IV.

IV. CIRCUIT IMPLEMENTATION IN 32 NM SOI

A. Automatic Supply-Noise Sensitivity Tracking Loop

A test chip was fabricated in a 0.9 V, 32 nm SOI process
to verify the ASST PLL operation and the details are given
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Fig. 5. Comparison with prior art. The proposed adaptive PLL employs an error tracking loop that adjusts the amount of supply noise coupled to the PLL output
clock period according to the timing error information. Additionally, the PLL area is reduced by utilizing deep trench capacitors in the loop filter.

Fig. 6. Effectiveness of the proposed PVT tracking loop. The proposed scheme (black bars) can achieve up to a 7.8% higher processor compared to a
previous one-time calibration scheme (gray bars) under extreme PVT conditions.

in Fig. 7. The PLL consists of building blocks for a typical
charge-pump PLL such as a phase frequency detector (PFD),
a charge-pump (CP), a loop filter and a VCO, along with spe-
cial circuits that are part of the supply noise tracking loop. In
order to AC-couple the resonant supply noise to the PLL con-
trol voltage with constant sensitivity steps, a CDC modulator
consisting of two capacitor banks (Cu, Cd) was implemented
with each having 63 unit capacitors. Prior to the tracking oper-
ation, the delay of the critical path replica was set to its target
value using tunable delay stages (Fig. 9(b)).
The PLL operation starts by enabling the sensitivity tracking

loop in Fig. 7 after the PLL is locked. To adaptively control the
PLL supply-noise sensitivity, an on-chip error monitor circuit
is needed. For this purpose, a replica critical path monitor cir-
cuit with a tunable delay (Fig. 7) was designed [17]. A bit error
monitor enables the error output ERR whenever a timing viola-
tion occurs in the critical path replica circuit. This is achieved
by comparing the output of the replica path with the correct

value (i.e., input of the replica path) using an XOR gate. We
have the flexibility to choose between a single error event ( fast
but potentially unstable tracking response) or until a certain
number of errors has been reached ( slow but smooth tracking
response) for updating the supply noise sensitivity. An up/down
counter with a binary-to-thermometer code decoder is used to
convert bit errors into a sensitivity code. Once the tracking loop
is locked, a digital filter determines the up/down counting direc-
tion according to the current bit error information.
To analyze the stability of the tracking loop, we need to com-

pare the loop latency (or response time) with the sensitivity
tracking time (i.e., the time it takes for the loop to reach a steady
state). The loop latency consists of three delay components. The
first is the delay from the thermometer code to update of the PLL
supply-noise sensitivity. The corresponding signal path includes
a high-pass filter and a single-stage current mirror in the dif-
ferential VCO. The second delay is the clockpath delay which
is around 1 ns. The final delay component comes from the bit



1022 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 49, NO. 4, APRIL 2014

Fig. 7. Overall diagram of ASST PLL test chip.

error monitor. The sum of the three delay components is ap-
proximately 1 ns and does not exceed a few nanoseconds even
in the worst case when the digital filter is set to accumulate the
bit errors. Although the short loop latency opens the possibility
of a continuous/instantaneous tracking loop, we feel that the
proposed circuit is better suited for periodically calibrating the
CDC parameters in real designs. For example, whenever a pro-
cessor undergoes a change in the supply voltage (e.g., DVFS) or
operating mode, we can first activate the tracking loop to update
the supply sensitivity and then switch back to a normal mode
where the processor operates at its peak point. The sensi-
tivity tracking time would be equivalent to many resonant noise
periods as shown in the typical response behavior in Fig. 15.
Considering the negligibly small loop latency ( few nanosec-
onds) compared to the sensitivity tracking delay ( hundreds of
nanoseconds), the loop is considered stable.

B. Built-in Test Circuitry

A dedicated on-chip resonant noise generation circuit shown
in Fig. 8 was implemented to test the PLL performance. First,
a VCO with an external voltage bias generates the main clock.
Various clock patterns such as a continuous clock, pulsed clock,
or random clock can be created using a frequency divider and
a clock synthesis block. The noise amplitude can also be con-
veniently controlled using the numerous noise injection NMOS
devices that can be individually activated using a 5 bit binary
code. Each NMOS device induces a fixed current spike and by
activating a number of them, we can achieve a realistic reso-
nant noise amplitude. The flexibility of this design allows us
to test the PLL for a wide range of resonant noise patterns and
amplitudes. Traditionally, PLL performance is characterized by
directly connecting the output signal to a high speed sampling
oscilloscope or to a BER measurement equipment. In this work,
a simple BER measurement circuit was included in the test chip

Fig. 8. On-chip resonant noise generation circuit.

that allows us to monitor the BER in the critical path replica
block using a simpler setup. It consists of a 10-bit counter and
a 10-to-1 digital multiplexer (Fig. 9(a)). We measure the av-
erage period of the error output and compare that against the
PLL clock frequency to calculate the BER without an extensive
test setup [14].

C. Deep Trench Capacitor Based Loop Filter

The proposed ASST PLL effectively utilizes deep trench ca-
pacitor technology, originally developed for embedded DRAM
cells [18]. The capacitance density is approximately two orders
of magnitude higher compared to that of a thick oxide MOS
capacitor (i.e., default option for most traditional PLLs) while
the tunneling leakage is negligible due to the thick dielectric
layer. Note that only the area-dominating integrating capacitor
( in Fig. 10) was implemented using a deep trench capacitor
because the relatively high series resistance of trench capacitors
limits their ripple rejection capability when used as a third-pole
capacitor ( in Fig. 10). This was confirmed through AC and
transient simulations. As is shown in Fig. 11, the deep trench
capacitor has 23 dB lower high frequency noise rejection capa-
bility and the transient PLL locking simulation result shows a
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Fig. 9. (a) On-chip BER measurement circuit. (b) Critical path circuit with tunable delay.

Fig. 10. Loop filter capacitor options and trade-offs.

larger ripple voltage when it is used as a ripple rejection ca-
pacitor for the PLL. Measured results in Fig. 12 show no notice-
able difference in PLL performance between a deep trench
and a thick oxide based loop filter while the former provides
a significant reduction in PLL area. Fig. 13 compares the area
between a thick oxide and deep trench capacitor implementa-
tion, showing a reduction in the integrating capacitor area.
This translates into a reduction in overall PLL area as
shown in Fig. 19.

D. Practical Design Considerations

A first-order high-pass filter with a finite capacitance was
used in our design to couple the supply noise to the PLL clock
[12]. Although the actual phase shift induced by this circuit
cannot be completely eliminated, it can be made negligibly
small compared to the period of resonant noise frequency (e.g.,

40–300 MHz) by choosing proper R and C values. Another
potential concern is the discrepancy between the supply sen-
sitivities of the clockpath and the datapath which may have a
negative impact on the CDC effect. It is well known that an in-
terconnect-dominated signal path has a lower supply sensitivity
compared to a logic-dominated one. To quantify this issue, we
simulated the CDC effect for datapaths with different intercon-
nect lengths. Minimum sized inverters were used for this test
while the interconnect length was varied from 10 m to 160 m.
The results in Fig. 14 show an improvement from 15.6%
to 16.7% using the optimal CDC configuration for interconnect
lengths shorter than 40 m. The improvement drops for
longer wire lengths due to the lower supply sensitivity of the
datapath delay. However, the simulation results prove that for
practical driver and interconnect configurations, optimizing the
CDC effect can provide a significant improvement in processor
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Fig. 11. Simulated PLL third-pole AC response and transient ripple noise for
deep trench Cp and thick oxide Cp.

Fig. 12. Measured PLL performance for deep trench Ci and thick oxide Ci.

Fig. 13. Integrating capacitor area comparison between deep trench and thick
oxide capacitor.

performance. Finally, mismatch between the supply noise seen
by the actual critical path and the replica circuit will affect the
efficacy of any CDC enhancement technique including ours.
Although local noise does exist, it has been shown that resonant
noise is more dominant and affects the entire chip globally.
These unique properties make circuit techniques enhancing
clock-data compensation (e.g., adaptive PLL in [12], [13], [15])
highly effective in modern processor designs.

Fig. 14. simulation results for intrinsic CDC and optimal CDC. For this
test, we used minimum sized inverters driving wire interconnects with different
lengths.

Fig. 15. Simulated waveforms (above) and measured VDD and PLL control
voltage VBN (below) of the proposed ASST PLL.

V. TEST CHIP MEASUREMENT RESULTS

For better testability, the PLL reference clock frequency that
can be varied from 50 MHz to 200 MHz while the frequency
divider can support different programmable ratios (8, 16, 32 and
64). The VCO output frequency was designed to have a wide
frequency range of 1 GHz to 3 GHz for the same reason. The
nominal PLL loop bandwidth was chosen to be 5 MHz based on
the following design parameters: a charge pump current of 50
A, a of 10 GHz/V, an integrating cap of 320 pF, a 3rd pole
capacitance and resistance of 20 pF and 1 k-ohm, and a dividing
ratio of 16.
Several ASST waveforms along with the measured PLL con-

trol voltage are shown in Fig. 15 for a typical tracking opera-
tion. The ASST PLL starts an initial timing error tracking with
a monotonically increasing counter output while bit errors are
being generated on-the-fly. The increased counter outputs are
decoded to the thermometer code and then the CDC modu-
lator starts to AC-couple the resonant noise to the PLL control
voltage. After the initial locking, the tracking loop responds to
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Fig. 16. Measured BER versus operating frequency.

Fig. 17. Measured vs. noise amplitude and frequency.

any changes in the clockpath sensitivity due to voltage/temper-
ature shifts by modifying the sensitivity code (i.e., EN[62:0] in
Fig. 7).
To compare the performance between the conventional and

ASST PLLs, was extracted from the measured BER vs.
frequency data [14]. Without loss of generality, we define the
maximum operating frequency as the frequency when the
BER is [14]. PLL phase noise along with the actual data-
path delay fluctuation under supply noise is accounted for in the
BERmeasurements. As shown in Fig. 16, a 15% improve-
ment was measured with the proposed ASST PLL compared to
the conventional PLL when the resonant noise has 100 MHz
frequency and 90 mV amplitude (i.e., 10% of supply voltage).
Note that a stronger CDC effect would shift the BER curve to the
right while a lower jitter manifests as a steeper slope. The mea-
sured BER curve of the ASST PLL shows a considerable shift
compared to the conventional design for a marginal decrease in

Fig. 18. Measured vs. processor supply voltage.

Fig. 19. Die photo and feature summary table.

the slope (i.e., from 7.8 E-8/MHz to 6.4 E-8/MHz) confirming
the effectiveness of the proposed circuits.
The proposed ASST PLL achieves 14.5% to 15.6% higher

processor compared to a conventional PLL with a con-
stant output clock period under 90 mV supply noise amplitude
(Fig. 17). PLL performance at different noise amplitudes, noise
frequencies and clockpath designs has been measured to verify
the effectiveness under a wide range of usage scenarios. From
the measured results, it is proven that the ASST PLL improves
the processor performance proportional to the noise amplitude
throughout the resonant noise frequency band regardless of the
interconnect types.
Fig. 18 shows the measured for different supply volt-

ages and PLL types. The proposed PLL achieves an of
1.417 GHz at a lower supply (0.855 V) compared to the con-
ventional PLL (0.9 V). This translates into a CV f power re-
duction of 9.8% under iso-performance condition. Finally, the
chip microphotograph and feature summary table are given in
Fig. 19.

VI. CONCLUSION

An adaptive PLL featuring an automated supply-noise sensi-
tivity tracking loop for mitigating the impact of resonant supply
noise on processor performance across the wide range of PVT
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condition was demonstrate in 32 nm. The proposed design
is based on a single parameter (i.e., supply-noise sensitivity)
tracking loop which maintains the optimal CDC configuration
by monitoring timing errors from a critical path replica. A test
chip was designed in 32 nm CMOS to evaluate the proposed
circuits. A 14.5% to 15.6% processor improvement was
achieved for a resonant supply noise amplitude of 10% VDD.
The improved can be translated into a 9.8% reduction in
power consumption for iso-performance as the proposed PLL
allows the system to operate at a lower voltage while meeting
the same requirement. In addition, the use of dense deep
trench integrating capacitors enabled a 92.1% reduction in PLL
area compared to a conventional PLL based on a thick-oxide
capacitor implementation.
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