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Abstract—This paper explores the scalability of in-plane and
perpendicular MTJ based STT-MRAMs from 65 nm to 8 nm
while taking into consideration realistic variability effects. We
focus on the read and write performances of a STT-MRAM based
cache rather than the obvious advantages such as the denser
bit-cell and zero static power. An accurate MTJ macromodel
capturing key MTJ properties was adopted for efficient Monte
Carlo simulations. For the simulation of access devices and pe-
ripheral circuitries, ITRS projected transistor parameters were
utilized and calibrated using the MASTAR tool that has been
widely used in industry. 6T SRAM and STT-MRAM arrays were
implemented with aggressive assist schemes to mimic industrial
memory designs. A constant scaling scenario
was used which to the first order gives the optimal balance between
read and write margins of STT-MRAMs. The thermal stability
factor ensuring a 10 year retention time was obtained by adjusting
the free layer thickness as well as assuming improvement in the
crystalline anisotropy. Our studies based on the proposed scaling
methodology show that in-plane STT-MRAM will outperform
SRAM from 15 nm node, while its perpendicular counterpart re-
quires further innovations in MTJ material in order to overcome
the poor write performance scaling from 22 nm node onwards.

Index Terms—Cache, macromodel, magnetic tunnel junc-
tion (MTJ), roadmap, scalability, spin torque transfer (STT),
STT-MRAM, variability.

I. INTRODUCTION

T Omeet the ever increasing demands for higher computing
throughput while curbing chip power consumption,

modern processor designs have turned to micro-architectural
level parallelism instead of boosting raw clock frequency. The
rapid increase in the number of cores for concurrent operation
necessitates a commensurate increase in cache size to fully uti-
lize the multi-core chip architecture. 6T SRAMs have been the
embedded memory of choice due to their fast memory access
while 1T1C eDRAMs have also been successfully deployed
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in high end products due to the dense bit-cell size [1]–[6].
However, SRAMs are faced with severe scaling challenges due
to the relatively large bit-cell size, large static power dissipa-
tion, and conflicting requirements for read and write [7]–[9].
1T1C eDRAMs on the other hand, require a complex capacitor
fabrication process as well as a special ultra-low leakage access
transistor, and also suffers from the destructive read resulting
from the charge sharing operation, making it less attractive for
future cache memory.
Spin-torque-transfer magnetic RAMs (STT-MRAMs) on the

other hand are gaining popularity in the research community
due to their compact bit-cell structure, good scalability and non-
volatility (also means that standby power is zero) [10]–[17].
A comparison between 6T SRAM, 1T1C eDRAM, and STT-
MRAM is shown in Table I confirming the aforementioned fea-
tures of the later memory technology for practical chip imple-
mentations. For fair comparison, the three memory circuits were
evaluated in the same 65 nm process with the magnetic tunnel
junction parameters extracted from recent literature [10].
We first give a brief introduction to STT-MRAMs for con-

text. An STT-MRAM bit-cell consists of an access transistor
and a magnetic tunnel junction (MTJ). The MTJ device has a
free magnetic layer and a pinned magnetic layer which are sep-
arated by a thin insulator layer as shown in Fig. 1(a). To the first
order, an MTJ can be thought of as a two-terminal device with
a variable resistance. The relationship between resistance and
write current (i.e., R-I hysteresis curve) of a typical MTJ device
is shown in Fig. 1(b). Depending on the direction of the write
current, magnetization of the two layers can be set to a parallel
state (P: low resistance, data ‘0’) or an anti-parallel state (AP:
high resistance, data‘1’) using spin polarized current as illus-
trated in Fig. 1(c). Two kinds of STT-MTJ’s exist depending on
the physical origin of the free layer magnetization: in-plane and
perpendicular MTJ’s [18]. Magnetic anisotropy of the former is
determined by the lateral shape (e.g., aspect ratio) of the MTJ
device while the latter’s anisotropy has no shape anisotropy,
simply depending on the material choice. In-plane MTJ’s are
far more mature than their perpendicular counterparts, however
there is growing interest in the perpendicular devices as they
are believed to have a low switching current density. Read op-
eration is accomplished by sensing the resistance difference be-
tween the two states using a small bias current in conjunction
with a Sense Amplifier (S/A). Here, is referred
to as the tunneling magnetoresistance (TMR) which is the ratio
between the resistances of the two states. A higher TMR is pre-
ferred for a reliable read operation as it will generate a larger
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TABLE I
COMPARISON BETWEEN THREE EMBEDDED MEMORY TECHNOLOGIES: 6T SRAM, 1T1C EDRAM, AND STT-MRAM

Fig. 1. (a) Magnetic tunnel junction (MTJ) stack and its equivalent circuit model, a two-terminal device with variable resistance. (b) Resistance versus write
current (R-I) hysteresis curve. (c) Illustration of spin torque transfer (STT) switching principle.

signal difference between the two states. The physics and de-
pendency of TMR on MTJ processing parameters can be found
in [19]. Fig. 2 shows the STT-MRAM bit-cell schematic and the
signal voltage conditions for each operating mode.
Despite the recent advances in MTJ fabrication techniques,

it is still unclear how the read and write performances of an
STT-MRAM compares with those of conventional SRAMs or
eDRAMs in future technology nodes in the presence of realistic
variation effects. In this paper, we explore the scalability and

variability of STT-MRAM based on a realistic MTJ and CMOS
scaling scenario by comparing its read and write performances
with 6T SRAM from 65 nm to 8 nm. Early works have al-
ready shown the feasibility of STT-MRAM in future technology
nodes [20], [21]. The main highlights of this work compared to
previous STT-MRAM research can be summarized as follows.
• A detailed scaling roadmap for in-plane and perpendic-
ular MTJ devices is presented based on both dimensional
scaling andMTJ anisotropy improvement.We show for the
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Fig. 2. (a) STT-MRAM bit-cell schematic. (b) Signal voltages for each oper-
ating mode.

first time that write performance will become the scaling
bottleneck for perpendicular STT-MRAMs.

• Statistical simulations are presented based on an accurate
MTJ macromodel.

• For realistic transistor parameters, the ITRS MASTER™
tool was used extensively.

• Realistic STT-MRAM and 6T SRAM macros employing
various assist schemes have been considered. We also use
practical repair/redundant schemes in determining the cell
failure rate limit.

• Specific design guidelines (e.g., assist scheme using a
boosted wordline voltage) and device requirements (e.g.,

%) are provided to make STT-MRAM a
viable memory technology.

The remainder of this paper is organized as follows. Section II
presents the proposed STT-MTJ scaling roadmap for main-
taining non-volatility and at the same time achieving optimal
read and write margins. Section III describes the simulation
methodology including MTJ macromodel, transistor param-
eters, array architectures, and variation sources. Section IV
comprehensively compares the performances of 6T SRAM
and STT-MRAM arrays considering variation effects with
technology scaling, and conclusions are drawn in Section V.

II. AN STT-MTJ SCALING ROADMAP

Fig. 3 shows the proposed scaling methodology for both
in-plane and perpendicular STT-MTJs. The lateral dimension
of the in-plane MTJ is fixed at 2F F, where F is the half-pitch
for a given process node, while the diameter of the perpen-
dicular MTJ is fixed at F. This assumption gives the smallest
bit-cell area for standalone applications as well as for embedded
ones. It’s worth mentioning that the bit-cell size of embedded
memory cells are typically larger than that of their standalone

counterparts due to layout restrictions in a logic process; how-
ever we adhere to the aforementioned MTJ dimensions in order
to evaluate the scalability for dense STT-MRAMs under the
worst possible condition. The read and write performances and
the non-volatile characteristics of an STT-MRAM depend on
two main STT-MTJ parameters, namely the value and
the thermal stability factor . Here, (unit: MA/cm ) is
the critical current density at which the MTJ switching occurs,
RA (unit: m ) is the resistance area product of an MTJ,
and signifies the difficulty of state reversal or the degree to
which non-volatility is preserved under thermal fluctuation.
Next we show a simple derivation of these two parameters
which becomes the basis of our proposed scaling scenario.

A. In-Plane STT-MTJ

Thermal stability of an in-plane STT-MTJ is primarily deter-
mined by the aspect ratio of the free layer. The governing equa-
tion for the thermal stability factor is as follows:

(1)

where is the uniaxial anisotropy energy density, is the
volume of the free layer, is the operating temperature,
is the anisotropy, and is the saturation magnetization. The
in-plane shape anisotropy can be approximated as

(2)

where , AR, and are width, aspect ratio, and thickness of
the free layer, respectively as shown in Fig. 3 [18]. Then, the
thermal stability of in-plane STT-MTJs can be simplified as

(3)

As technology scales, is shrunk to , where is the scaling
factor. Typical value for would be 0.7. This requires an in-
crease in by times in order to keep the thermal sta-
bility factor constant while AR remains constant. The thicker
free layer increases which can be expressed as:

(4)

where is the electron charge, is the damping constant, is
the reduced Planck’s constant, is the external field, and
is the spin transfer efficiency [22]. If we combine (2) and (4)
and assume that , then scaling follows:

(5)

This implies that and write threshold current will
scale by and respectively since we can assume

(e.g., nm and nm). In the design
space, a lower improves the write delay of STT-MRAMs at
the expense of read margin [23]. As noted earlier, is the crit-
ical current density in [MA/cm ] and RA is the resistance-area
product in [ m ]. Hence, the product of and RA has a
unit of [V] which has the physical meaning of the MTJ’s voltage
headroom. Furthermore, the read margin of STT-MRAM is pro-
portional to while the maximum write
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Fig. 3. STT-MTJ scaling scenario assuming dimensional scaling and new MTJ material.

current density (i.e., write margin) can be expressed as
. Consequently, keeping

the constant with scaling provides a reasonable
balance, albeit to the first order, between read and write margins.
A different scaling scenario (e.g., constant RA/VDD) could also
be employed; however this will strongly favor write over read
resulting in a sub-optimal design. We chose a
value of 0.25 based on simulation results in 65 nm, and this
value will remain constant throughout the scaling analysis. Note
that in reality, the value can be further tweaked
in each technology for improved read and write performances
but since the goal of this work is to establish a simple and prac-
tical scaling trend, we intentionally exclude these second order
effects. The STT-MTJ scaling scenario described so far is sum-
marized in Fig. 3 (left).

B. Perpendicular STT-MTJ

Contrary to their in-plane counterparts, perpendicular STT-
MTJs possess no shape anisotropy. In other words, the thermal
stability factor does not depend on the aspect ratio of the free
layer material and instead, is proportional to the bulk crystalline
anisotropy and the volume of the free layer. The thermal
stability of perpendicular STT-MTJs is given as

(6)

where the bulk crystalline anisotropy can be expressed as
for perpendicular STT-MTJs [18]. As defined ear-

lier, and are the width and thickness of the free layer while
and are the Boltzmann constant and absolute temperature,

respectively. With technology scaling, decreases to and
therefore should be adjusted to in order to
maintain the same thermal stability factor. Consequently, of
perpendicular STT-MTJ scales by and remains con-
stant. Similar to the in-plane case, the RA value is determined
such that is constant as shown in Fig. 3 (right).

C. STT-MTJ Scaling Roadmap

Table II shows the in-plane and perpendicular STT-MTJ
scaling trends using the proposed scaling scenario summarized
in Fig. 3. Here, we follow Intel’s server processor trends by
assuming that the number of cores will double every two
process generations with a commensurate increase in on-chip
cache density. As for the starting point, we chose the 65 nm
node with four processor cores and a 4 MB per-core L3 cache
[1]–[3]. The required thermal stabilities for a 10 year retention
time were calculated based on the cache densities, the access
word size, and allowable chip failure rates. The chip failure
rate can be estimated by expanding the cell reversal
probability as follows:

(7)

where is the number of memory cells, is the 10 years re-
tention target, is the thermal stability factor ,
and is the cell current [13]. The allowable chip failure rate
is set by the capability of a typical ECC and repair/redundancy
scheme. For example, in 22 nm process node where the cache
density is 48 MB, the allowable is 7.947e-7 for a repair
scheme having a redundant WL and BL per every 64 WL’s and
64 BL’s, respectively. The corresponding thermal stability target
is 74. The and RA values at 65 nm process node were cal-
ibrated and refined based on our in-house MTJ test devices as
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Fig. 4. Vertical structure and SEM image of fabricated STT-MTJ (left) and summary of measured MTJ parameters (right).

TABLE II
IN-PLANE AND PERPENDICULAR STT-MTJ PARAMETERS BASED ON SCALING TRENDS IN FIG. 3

well as the previously reported MTJ data in [10], [11]. The fab-
ricated MTJ structure, SEM image, and summary of measured
data are shown in Fig. 4 [24].

III. MTJ MACROMODEL AND SIMULATION STRATEGY

Comparing the performances between STT-MRAM with 6T
SRAM considering variation effects across different technology
generations is an overwhelming task. Care must be taken to
make sure that proper assumptions are made for a fair com-
parison without letting the design space explode due to the nu-
merous device and circuit parameters. This section presents the
simulation methodology used in this work including the MTJ
macromodel, ITRS predicted transistor parameters, sub-array
architecture, assist and repair techniques, and variation sources.

A. Review of MTJ Macromodel Used in This Work

For efficient Monte Carlo simulations, an accurate MTJ
macromodel capable of capturing important MTJ properties
such as hysteresis, TMR dependency on bias voltage, and the
relationship between and was developed in [25]. We

opt to use this semi-empirical model over a full LLG solver
based physical model [26] due to its simplicity without compro-
mising accuracy. Next, we briefly introduce the macromodel
for completeness and for further insight. Fig. 5(a) shows the
simplified block diagram of the proposed MTJ macromodel
comprising HSPICE subcircuits based on behavioral models
and internal current and voltage sources. The model consists
of an MTJ electrode, a decision circuit, a bistable circuit, and
a curve-fitting circuit. The MTJ electrode is a two terminal
Voltage Controlled Resistor (VCR) device where the resistance
is determined by the bias voltage applied to the MTJ (i.e.,

). The decision circuit determines the MTJ switching
time which can be described using the thermal stability
factor and the write threshold current:

(8)

where is the current flowing through the MTJ and is
the nominal switching time. To model this transient behavior
in HSPICE with physical relevance, we used the charging of a
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Fig. 5. (a) Proposed MTJ macromodel for HSPICE simulations based on measured MTJ parameters. For simplicity, we list equations for the thermal activation
condition only. (b) Fitting examples with the previous work of [10] and our measured TMJ data.

capacitor to determine when the MTJ should switch states. The
capacitor charging process can be expressed as

(9)

If we solve for by combining (8) and (9) while assuming that
V, nF, and , then the capacitor charging

current through the MTJ ( or in the decision circuit) can be
expressed as

(10)

Now, the MTJ switching time can be modeled in HSPICE as a
capacitor charging time, namely the required time for a 1 nF ca-
pacitor to be charged such that V. Note that the capac-
itor charging current in (10) includes physical MTJ parameters
such as thermal stability, MTJ current, and write threshold cur-
rent that emulates an actual MTJ switching event. The buffered
output signal is set to be V when V
(P-to-AP switching) and V when V (AP-to-P
switching), respectively, and otherwise remains at 0 V. For pre-
cessional switching, extra fitting parameters were added to (8):

(11)

where is the user defined pulse width where switching tran-
sitions from being dominated by thermal activation to preces-
sional switching and is the macromodel calculated thermal
to precession transition current using (8). The bistable circuit

consists of a bistable multivibrator with amplitude control that
can be initialized to a particular state. The amplitude control
is implemented using behavioral description of an ideal ampli-
fier. There are two capacitors in the feedback path that provide
the initial condition of the state of the MTJ. The bistable circuit
accepts as input and incorporates the bistable multivi-
brator circuits to replicate the hysteresis behavior of the MTJ.
The output of the multivibrator is set to be V when
the last is V (P state) and V when the last

is V (AP state), respectively. The output of the
bistable circuit is shifted and scaled, so that the signal
is bound between 1 (P state) and (AP state). To
model the TMR dependency on bias voltage, we used the fol-
lowing Gaussian function:

(12)

The curve-fitting function is a Gaussian approximation and is a
simplified version of the approach taken in [27]. The value of
the fitting parameter is the bias voltage that causes the TMR
to drop by 30%. is the final output of the control circuit.
Fig. 5(b) shows fitting results of the MTJ macromodel showing
good agreement with experimental data.

B. Transistor Scaling Trends

As for the access devices and peripheral circuitry, transistor
parameters from ITRS [28] were adopted from 65 nm down to
8 nm. Based on the high performance logic transistor roadmap
from ITRS, we reproduced core NMOS parameters using the
MASTAR tool that has been extensively used by ITRS to
predict electrical characteristics of future CMOS devices. The
resulting ’s of the core NMOS transistors were linearly
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Fig. 6. High performance (HP) transistor scaling trend based on ITRS.

extrapolated for a smooth scaling trend. This prevents the
general performance trends of SRAMs and STT-MRAMs from
being distorted by any abrupt change in transistor parame-
ters (e.g., high-k, FinFETs). The ’s of the core PMOS
transistors are identical to the NMOS counterparts’ while the

’s of PMOS were determined based on the ratio
projected by ITRS. An aggressive assist scheme that boosts
the wordline voltage to 2 VDD during write was adopted
for robust switching with a commensurate increase in to
ensure oxide reliability and a 1.2X longer gate length
to account for short channel effect concerns. During read, a
lower bitline voltage that satisfies is used to
prevent read disturbance (further details are given in the next
section). The transistor parameters of the special thick oxide
device were also extracted using the MASTAR tool. Further
increase in the boosted voltage will result in oxide reliability
issues and difficulty in generating a boosted level stably as
experienced in standalone DRAM designs. The and
trends of the core thin and the special thick devices for
the STT-MRAM implementation are shown in Fig. 6.

C. Sub-Array Architecture and Variation Sources

The 6T SRAM used for comparison has the following
transistor dimensions: ,
and , with all devices having a minimum
channel length. This is the standard sizing method and exten-
sive Monte Carlo simulations were performed to verify good
read and write margins. The width of the STT-MRAM access
device is chosen as 12F based on the cell layout style
in [13]. This makes the STT-MRAM cell size comparable to
that of an eDRAM (in a memory specific process) or 3X denser
when compared to an SRAM cell in a generic logic process.
Fig. 7 shows the 128 kb sub-array architectures of 6T SRAM
and STT-MRAM that has been extensively used in this work
for performance evaluations. The unit 128 kb sub-array can be
tiled to construct larger caches with mega byte densities. The
layout dimension denoted in the figure shows that STT-MRAM
is roughly 3X denser that 6T SRAM including all control
circuitries in a 65 nm low power generic logic process. The

Fig. 7. 128 kb sub-array architectures of (a) SRAM and (b) STT-MRAM.

SRAM array employs assist schemes to achieve good read
and write margins where the power supply level
is dynamically controlled on a column-by-column basis [29].
More specifically, is controlled to be a 0.1 V higher
than the wordline voltage level during read to minimize
read disturbance while during write, is 0.1 V higher
than for robust operation. Similarly, advanced circuit
techniques such as dummy cell averaging with disturb-free [16]
and localized write drivers [13] were implemented for optimal
read and write performances for STT-MRAM.
Variation sources present in practical industry designs have

been included in our analysis as summarized in Table III. This
includes process variation in the memory cells and the S/A as
well as realistic variation for the resistances, capacitances, ref-
erence biases and supply levels. Here, a gradual scaling of
and is again assumed to prevent the performance scaling
trends from being distorted with any abrupt change in the tran-
sistor parameters and the parasitic capacitances although this
can happen in real situations. Fig. 8 shows simulation results of

versus read disturb rate at ns with the pro-
posed scaling scenario and simulation methodology. This indi-
cates that read disturb worsens for . The simula-
tion result agrees with the previous conclusions in [20] showing
that is required for a disturb-free read operation
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TABLE III
SIMULATION SET-UP FOR EVALUATING SRAM AND STT-MRAM VARIABILITY

Fig. 8. Simulated read disturb rate for different ratios.

under a 50% read duty cycle (i.e., ). So we chose
a value of 1.5 in this work.

IV. COMPARISON WITH SRAM

In order to demonstrate the potential of STT-MRAM as an
alternative for high density on-chip cache memory, this section
presents macro level performance comparisons with 6T SRAM
down to the 8 nm technology node. ExtensiveMonte-Carlo sim-
ulations were performed on megabit density SRAM and STT-
MRAM arrays to estimate their performance under a practical
scaling scenario [30], [31].

A. Macro Level Performance

Despite having a longer access time, dense memories such
as eDRAMs or STT-MRAMs are preferred for low level
caches due to their smaller memory footprint which results in
a shorter global interconnect delay. Since STT-MRAMs have
a 3–5X bit-cell density advantage over SRAMs, their system
level performance is expected to be higher even with a longer
sensing delay. We first verify this conventional wisdom by
comparing the latencies between several embedded memory
options (Fig. 9). Critical path delay simulation results show
that the normalized WL-to-BL read sensing delays of 6T
SRAM, 1T1C eDRAM [6], 2T eDRAM [32], STT-MRAM are
approximately 1X, 5X, 2X, and 3X, respectively. For small

Fig. 9. Latency comparison between several embedded memory options with
(a) 1 Mb and (b) 64 Mb densities. The longer interconnect delay (even with
repeaters) make dense memories such as eDRAM and STT-MRAM more at-
tractive for larger caches.

caches (e.g., L1), the bitline sensing delay becomes a greater
portion of the total cache latency as shown in Fig. 9(a). As a
result, SRAM achieves the shortest cache latency. For larger
caches (e.g., L2 or L3) however, the global interconnect delay,
even with repeaters, dominates the cache latency making dense
memories such as eDRAM or STT-MRAM attractive over
SRAM as shown in Fig. 9(b). This is the reason why 1T1C
eDRAM replaced SRAM in several processor designs [4]–[6]
and the same principle can be applied for STT-MRAMs. We
estimate that as long as STT-MRAMs have a bitline delay
that is 3–5X longer than that of SRAMs, they can outperform
SRAMs for cache densities greater than 64 Mb ( MByte).
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Fig. 10. In-plane STT-MRAM write delay scaling trends: (a) Actual delay
values. (b) Delay normalized to that of SRAM.

In the rest of this paper, we will assume that an STT-MRAM
with a 3X longer bitline access time compared to an SRAM
will have an iso-latency, which is a conservative assumption
since cache densities projected in Table II are much greater
than 8 MByte.

B. In-Plane STT-MRAM versus 6T SRAM

Fig. 10(a) and (b) show the actual and normalized values
of write delays for SRAM and in-plane STT-MRAM, re-
spectively. Here, the write time is defined as the delay
from WL activation to the point when the cell node flips for
SRAMs, and to the point when the MTJ switches for STT-
MRAMs.With technology scaling, of 6T SRAMdegrades
due to the reduced supply voltage level and the ratioed oper-
ation even after applying a write assist scheme [29]. In con-
trast, of in-plane STT-MRAMs scales by roughly im-
proving the MTJ switching time with scaling. Unfortunately,
this is not enough for STT-MRAMs to outperform SRAMs in
terms of write latency even for an 8 nm process node. If the
supply voltage of STT-MRAMs can be increased by 0.3 V, STT-

Fig. 11. Write delay distributions of SRAM and in-plane STT-MRAM
(P-to-AP) for a 1 Mb macro in 15 nm.

MRAMs can outperform SRAMs from 15 nm on wards when
following the constant scaling scenario. Unlike
in STT-MRAMs where the standby power is zero, increasing
the supply voltage is difficult in SRAMs as it will directly im-
pact the leakage power consumption. Fig. 11 shows the de-
tailed distributions of SRAMand in-plane STT-MRAM in
15 nm obtained by running Monte-Carlo runs in HSPICE,
which represents the cell-to-cell variation of a 1 Mb memory
macro.
Fig. 12 shows the read sensing delay comparison between

SRAM and in-plane STT-MRAM. Again, absolute values are
shown in Fig. 12(a) whereas normalized values are shown
in Fig. 12(b). Both SRAM and STT-MRAM arrays have a 1
Mb macro density and a 256 cells-per-BL architecture. Here,
the read sensing delay is defined as the delay from WL
activation to the time when
reaches 50 mV for SRAMs, and to the time when VBL-VREF
(or VREF-VBL) reaches 25 mV for STT-MRAMs, respec-
tively. Due to the single-ended sensing nature and the limited
TMR, it is not practical to enforce the same BL voltage
difference requirement for the two memory types. Instead,
we assume a more robust S/A design for STT-MRAM such
as the Negative Resistance Read Scheme (NRRS) [14] or
pre-amplifier technique which of course will result in a larger
S/A area. Alternatively, a S/A with a 4X larger input pair
or an offset cancellation scheme may be considered to cope
with the reduced sensing voltage difference (e.g., 25 mV for
STT-MRAMs compared to 50 mV for SRAMs). The layout
dimensions of the 128 kb sub-arrays in Fig. 7 already take this
area overhead into consideration. Note that STT-MRAM is still
3X denser than SRAM after accounting for all control circuits
and special S/A’s owing to the smaller bit-cell.” The

comparison in Fig. 12 based on the above assumptions
indicates that a TMR greater than 200% is required in order for
STT-MRAMs to be advantageous over SRAMs. Considering
that today’s state-of-the-art MTJ devices have a TMR in the
range of 100–150%, our results show that further improvement
in TMR is needed for STT-MRAMs to become practical.
Fig. 13 shows the distributions of SRAM and in-plane
STT-MRAM for a 1 Mb array in 15 nm. Even with the reduced
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Fig. 12. In-plane STT-MRAM read sensing delay scaling trends: (a) Actual
delay values. (b) Delay normalized to that of SRAM.

Fig. 13. Read sensing delay distributions of SRAM and in-plane STT-MRAM
for a 1 Mb macro in 15 nm.

BL voltage difference of 25 mV, STT-MRAM suffers from read
failure due to the small TMR ratio. This requirement can be
relaxed by increasing since the fast write performance
in Fig. 10 can be traded off for better read margin.

Fig. 14. and RA scaling trends of in-plane and perpendicular STT-MTJs.

C. In-Plane STT-MRAM versus Perpendicular STT-MRAM

Fig. 14 shows the scaling trends of and RA for both
in-plane and perpendicular STT-MTJs. Due to the different
physical origin of magnetic anisotropy, the scaling trend of
perpendicular MTJs is drastically different from that of their
in-plane counterparts. Namely, scales by ( is the
scaling factor) which results in a constant value irrespec-
tive of the technology node [18]. The popular belief is that
of perpendicular STT-MTJs is smaller than that of in-plane
devices for the same thermal stability factor. Our projection
based on the scaling methodology in Table II shows that this
hypothesis is true only down to the 22 nm node. Since
of in-plane STT-MRAMs scales by roughly while
remains constant for perpendicular STT-MRAMs, the
values will cross over at around 15 nm. Under a constant

scaling scenario, the read margin of perpen-
dicular STT-MRAMs would be similar to that of in-planes
as shown in Fig. 15(a) while write performance will become
worse as shown in the scaling trend in Fig. 15(b). This is
primarily due to the lower drive current of the access transistor
devices (even with a wordline voltage boosted up to 2 VDD)
resulting from the smaller width and lower VDD. Note that the
RA of a perpendicular MTJ needs to be scaled exponentially in
order to maintain a constant ratio as shown in
Fig. 14. Our projections show that the required RA at the 8 nm
node should be less than m which could lead to severe
reliability issues in the thin MTJ tunneling barrier as well as
imposing limits on the achievable TMR value. This suggests
that significant reduction in must be achieved through MTJ
device engineering for perpendicular STT-MRAMs to become
a viable option.

V. CONCLUSION

Zero standby power dissipation and high bit cell density are
the two obvious advantages of STT-MRAM. However, perfor-
mance metrics (e.g., cache latency and access time) or scaling
trend of this emerging memory technology have not been
studied thoroughly in the past. This work explores the scala-
bility and variability of in-plane and perpendicular MTJ based
STT-MRAMs by comparing their read and write performances
with those of SRAM. We consider realistic MTJ properties as
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TABLE IV
QUALITATIVE SUMMARY OF THIS WORK

Fig. 15. Perpendicular STT-MRAM scaling trends. (a) Sensing delay compar-
ison with SRAM. (b) Write time comparison with SRAM.

well as ITRS projected CMOS device scaling trends for demon-
strating the potential of STT-MRAM.We propose an STT-MTJ
scaling scenario based on dimensional scaling in conjunction
with MTJ material innovations (e.g., RA, ). A constant

ratio was assumed for optimal read and write
performances while the thermal stability factor was determined
for a 10 year data retention. The simulation methodology uti-
lizes an efficient MTJ macromodel based on experimental data,

ITRS projected transistor parameters for access devices and
peripheral circuitries, state-of-the-art sub-array architectures
and assist schemes, and variation sources present in practical
industry designs. Our studies based on extensive Monte Carlos
simulations show that the in-plane STT-MRAM is a promising
alternative for future high density cache memories, outper-
forming SRAMs from the 15 nm process node. We show that a
TMR ratio greater than 200% is needed in conjunction with an
aggressive assist scheme employing special thick oxide access
transistors and a boosted WL voltage of 2 VDD. Perpendic-
ular STT-MRAMs on the other hand suffer from poor write
performance scaling trends due to the difficulty in scaling .
Without a significant reduction in through MTJ device
innovations, write performance is expected to become the key
bottleneck for perpendicular MTJ’s in future technology nodes.
Table IV provides a qualitative summary of this work.
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