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Abstract—Timing compensation between the clock period and
datapath delay in the presence of resonant supply noise has drawn
a great deal of attention from the circuit design community. This
effect, which is often referred to as the clock data compensation
effect, manifests itself as an increase in maximum operating fre-
quency for high performance microprocessors. In this work, we
propose an adaptive phase-shifting PLL that can achieve optimal
clock data compensation by digitally programming the supply
noise sensitivity and the phase shift of the PLL clock period.
Measurement results from a 1.2 V, 65 nm test chip demonstrate
a 3.4–7.3% improvement in the maximum operating frequency
across different clock distribution designs and resonant frequen-
cies. A mathematical framework for simulating the performance
of the adaptive phase-shifting PLL is presented for better insight
on how the proposed PLL performs when used in different clock
network configurations. In addition, the impact of the proposed
technique on PLL stability as well as its effectiveness in a 32 nm
process has been explored.

Index Terms—Resonant noise, adaptive PLL, adaptive clock,
clock data compensation.

I. INTRODUCTION

P OWERsupplynoiseisconsideredtobeoneofthemajorper-
formancelimitingfactors inmodern lowvoltageprocessors

[1]. Amyriad of solutions tominimize the impact of supply noise
on processor performance have been deployed including on-chip
decouplingcapacitors, resonantdampingresistors [2], [3], supply
grid optimization techniques, and noise tolerant clock network
designs [4]–[9]. Recently, supply noise in the resonant frequency
bandhasbeen identifiedas thedominant noise component inhigh
performance designs [10], [11]. Resonant supply noise is caused
by the LC tank formed between the package/bonding inductance
and the die capacitance and typically resides in the 40 MHz to
300MHz frequency range [12]. Fig. 1 shows the supply network
impedance profiles of IBM’sPowerPC™chip (left) and IntelNe-
halem™ microprocessor (right). An impedance peak in the res-
onant band is clearly shown in both designs [11], [13]. Resonant
noise can be excited by either a sudden current spike caused by a
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clockedgeor awakeup/shutdownoperation [13], [14].Once trig-
gered, this so-called “first droop noise” will affect the entire chip
manifesting itself as a global supply noise. Due to its large mag-
nitude and relatively long duration, resonant noise constitutes the
worst-case supply noise scenario which has triggered a flurry of
research activities in the circuit design community [2], [10], [11].
Recent studies have revealed an intriguing timing compen-

sation effect between the clock cycle and the datapath delay in
the presence of resonant supply noise [13]–[15]. This phenom-
enon, often referred to as the “clock data compensation” effect,
is illustrated in Fig. 2 in the context of a simple pipeline cir-
cuit consisting of a Phase Locked Loop (PLL), a clock path and
a datapath. Fig. 2(b) shows an example supply voltage wave-
form when the resonant noise is excited. The datapath delay de-
pends on the instantaneous supply voltage and as a result, the
worst-case datapath delay occurs at point “A”. Conventional
wisdom says that the clock period must be longer than the sum
of the worst-case datapath delay and setup time requirement for
correct operation. Fig. 2(b) illustrates this scenario for a supply
voltage undershoot event (denoted as “Constant clock period”).
In reality however, the PLL output and the clock path delay also
gets modulated by the supply noise and may stretch or compress
the clock period depending on whether the supply is undergoing
a upswing or a downswing. The net effect is a timing com-
pensation between the clock period and datapath delay which
helps improve the circuit timing margin. This is also shown
in Fig. 2(b) (denoted as “Adaptive clock period”) where the
varying clock period compensates for the datapath delay vari-
ation under resonant supply noise. In other words, a pipeline
circuit with an adaptive clock period can operate at a higher fre-
quency than that with a constant clock period.
Adaptive clocking schemes utilizing this principle have been

recently proposed to maximize its benefits. One such scheme is
to shift the phase of the supply noise seen by the clock path [14],
[15], for example by using an RC filtered supply voltage for the
clock buffers. This approach has been used in Intel Pentium™
processors where the supply noise of the clock buffer is reduced
by using local RC filters [16]. An alternative way to enhance the
clock data compensation effect is by introducing a supply noise
sensitive PLL, which has been employed in Intel Nehalem™
processors [13]. Here, a PLL-based clock generator is designed
where the clock period is intentionally tracks the resonant noise.
Previous papers have clearly demonstrated that the clock-data

compensation effect is large enough that it can be utilized effec-
tively for improving microprocessor operating frequency. This
work attempts to further improve the effectiveness by adap-
tively programming key parameters such as the phase difference
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Fig. 1. Supply network impedance of IBM PowerPC™ (left) and Intel Nehalem™ processors (right).

Fig. 2. (a) Simplified diagram of a pipeline circuits. (b) Illustration of the clock
data compensation effect.

between the supply noises seen by the clock path and the data-
path as well as the clock period’s sensitivity to supply noise. By
doing so, we can achieve the optimal clock data compensation
under varying PVT conditions across different clock network
topologies. Results from a 65 nm test chip show a 3.4–7.3%
improvement in maximum operating frequency for a typical
pipeline circuit for supply noise frequencies between 40 MHz
and 300 MHz.

II. OVERVIEW OF CLOCK DATA COMPENSATION EFFECT

In this section, we provide an overview of the clock data com-
pensation effect, introduce previous techniques for enhancing
this effect, and describe the requirements of phase shift and
supply sensitivity for optimal compensation.

A. Definition of Timing Slack

We first define the term “timing slack” in the context of a
standard flip-flop based pipeline shown in Fig. 3. To guarantee
correct operation, a certain amount of setup timemargin must be
ensured so that the final outputs arrive at the next flip-flop stage
before the next clock edge. Therefore, “slack” is defined as the

Fig. 3. Definition of timing slack in a standard pipeline circuit.

clock period minus the actual datapath delay . That
is

(1)

B. Existing Techniques for Enhancing Clock Data
Compensation Effect

A numerical model was proposed in [14], [15] to quantita-
tively describe the timing compensation between clock and data.
As shown from the modeling and simulation results in [15],
there exists an intrinsic “beneficial” compensation effect in typ-
ical pipeline circuits. In other words, the clock period variation
usually helps improve the timing slack. Simulation results in
[15] also indicate that the clock data compensation can be en-
hanced by optimizing the clock path delay or its sensitivity to
supply noise.
In real designs however, the clock path delay is not something

that can be set arbitrarily due to other design constraints such
as skew, slew, and power consumption. Non-intrusive methods
have been preferred such as adaptive clocking schemes in which
the clock period is modulated by the supply noise so that the
compensation effect can be enhanced. For example, Intel Pen-
tium™ processors utilized this timing compensation effect by
applying a separate RC low-pass filtered supply voltage for the
clock buffers [16]. The low-pass filter determines the phase and
the amplitude of the supply noise seen by the clock buffers, max-
imizing the clock data compensation effect. In [15], a stacked
buffer with built-in RC filters was proposed enabling similar
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Fig. 4. Illustration of adaptive clocking schemes for clock data timing
compensation.

control of the phase and the amplitude of the supply noise while
reducing the area overhead incurred by the large capacitors in
[16]. Finally, a novel adaptive supply—tracking PLL has been
introduced in Intel Nehalem™ processors [13], in which the
output clock period tracks the supply noise to optimize the clock
data compensation.

C. Achieving Optimal Clock Data Compensation

As shown in the previous section, several adaptive clocking
schemes have been proposed to enhance the timing compensa-
tion between clock cycle and datapath delay. One natural ques-
tion here is whether the existing approaches can achieve optimal
compensation across different clocking network designs under
severe PVT variations. To answer this question, let us first per-
form a brief analysis of the adaptive clocking scheme as shown
in Fig. 4. The four waveforms represent (i) the resonant supply
noise and the clock period modulation effect seen by (ii) the
PLL, (iii) the clock network and (iv) the local flip-flops, respec-
tively. The minimum supply voltage occurs at “A”, which is
also the point when the datapath delay is the worst. Suppose the
adaptive PLL produces the longest clock period at “B” [13] and
the clock cycle is stretched to its maximum at “C” when the
supply voltage has the sharpest negative slope. Since the clock
cycle is modulated by both the PLL and the clock path, the net
effect results in the maximum clock cycle occurring somewhere
between “B” and “C”, denoted as “D”. Once we account for
the clock path delay, the local flip-flops see the maximum clock
cycle at “E”. To achieve optimal timing compensation between
the clock cycle and the datapath delay, “E” needs to be aligned
with the maximum datapath delay (“A”) with the same phase
and amplitude. Therefore, an additional phase shift and proper
adjustment of the clock period’s sensitivity to supply noise are
required for the best possible timing compensation, as shown
as “ ”. Previous designs, however, did not consider these
effects and were not able to adapt to different design param-
eters. Inspired by these observations, we propose an adaptive
phase-shifting PLL design, in which both the phase shift and
the supply noise sensitivity of the clock can be digitally pro-
grammed for the optimal performance.

III. MODELING OF CLOCK DATA COMPENSATION EFFECT

Both analytical models and numerical methods have been
proposed to estimate the clock data compensation effect [14],

[15]. In this section, we will briefly describe how to apply the
numerical method for analyzing the clock data compensation
effect in various non-adaptive and adaptive clocking schemes.
Readers are encouraged to read [14], [15] for further details on
the modeling methodology.

A. Derivation of Timing Model

To model the clock data compensation effect, a digital signal
in a clock path or a datapath is treated as a travellingwave propa-
gating through a fixed length medium. The velocity of this wave
is proportional to the instantaneous supply voltage and can be
expressed as

(2)

where and are the DC and AC amplitudes of the supply
voltage, and are the AC and DC sensitivities of with
respect to the supply voltage, is the noise frequency and is
the noise phase [14]. Let be the total physical distance trav-
elled by a clock edge as it propagates through the clock network.
Then, we can express as the integration of the clock edge’s
velocity over the total travelling time . Also note that is
proportional to the nominal delay , which gives

(2)

As suggested in [15], numerical methods are needed to solve (3)
in order to obtain an accurate .
Next we will use a standard flip-flop based pipeline circuit

shown in Fig. 3 to describe the steps for deriving the timing
slack using this numerical model. Suppose the first clock edge
launched from the clock generation block at time takes
to reach the flip-flop. The input data of the first flip-flop

starts to propagate through the datapath at time and
takes to reach the input of the second flip-flop. Now assume
the second clock edge is launched at time and takes

to propagate through the clock path. Then, the timing slack
can be calculated as

(4)

Clearly, and need to be solved in order to cal-
culate the timing slack. Similar to (3), the following set of equa-
tions can be used to derive timing parameters and
:

(5)

Here, and are the clock period, the clock path delay
and the datapath delay, respectively, under a nominal supply
voltage. represents the phase difference between the
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Fig. 5. Dependency of the worst-case slack on phase shift and supply noise sensitivity .

supply noise seen by the datapath and the PLL/clock path. In
a conventional pipeline circuit design, and are both 0
while non-zero and values are used in adaptive PLL
designs or phase-shifting clock buffer designs. is the arbitrary
initial phase when the first clock edge arrives at the first flip-
flop. Since we are interested in the worst-case slack, (4) and
(5) need to be solved numerically by sweeping from 0 to
2 and taking the minimum value as the worst-case timing
slack. One thing to note here is that these four equations can
be used to model both the phase-shifting PLL design as well
as the phase-shifted clock distribution design. For example, the
effectiveness of the former can be estimated by adjusting
and while the effectiveness of the latter can be verified
using different and values.

B. Modeling of Adaptive Clocking Schemes

As discussed in Section II.C, the phase shift and the
supply noise sensitivity of a phase-shifting PLL design
need to be carefully chosen in order to achieve the optimal clock
data compensation. In this section, we apply the aforementioned
numerical model to provide a deeper insight into various adap-
tive clocking schemes. For this experiment, the clock path delay
of the circuit under test is set as 1.0 ns while the clock period and
datapath delay under a nominal supply voltage are both 0.83 ns.
Fig. 5 shows the dependency of the worst-case timing slack on
the phase shift and the supply noise sensitivity
for two different clock distribution designs. In the first test, the
frequency of the resonant supply noise is set as 150 MHz while
the clock distribution under test includes a large RC filter which
reduces the supply noise seen by the clock buffers by 80% [16].
To mimic the impact of the RC filter, and values are set
as 0.2 and respectively in the numerical
model to account for the impact of phase-shifted clock buffers.
As shown in Fig. 5(left), the optimal slack can be achieved when

and . In the second test, the resonant
noise is set to 40MHz while the clock distribution is assumed to
be a chain of normal buffers with long interconnect in between
them. In practice, the interconnect limited clock path usually
has a lower sensitivity compared with a datapath [14], so in this
test, we set the sensitivity of the clock path 30% lower than the

datapath sensitivity ( and ). Simulation re-
sults of the worst-case slack are given in Fig. 5(right) showing
an optimal configuration at and
. As shown in Fig. 5, the optimal configuration can vary sig-
nificantly depending on the clock distribution design, resonant
frequency, and so on. These results again confirm the need for
programmable phase shift and supply noise sensitivity in order
to achieve the optimal performance under a wide range of oper-
ating conditions.
We also apply the numerical model to several other clock

distribution designs with different characteristics (i.e., and
) and the results are summarized in Table I. The optimal
and of the adaptive phase-shifting PLL design de-

pends on the clock distribution characteristics. It is interesting
to look into the extreme case when there is no supply noise in
the clock distribution (clock tree #4). As expected, the max-
imum clock period point needs to be shifted by 1.0 ns ( clock
path delay) so that it can compensate the maximum datapath
delay point. Since the noise frequency is 80 MHz, the desired
phase shift can be easily calculated as , which is consis-
tent with the modeling result . Another interesting case
is for clock trees where the clock and data paths have the same
supply noise sensitivity. The modeling results for clock trees #5,
#6 and #7 show that no phase shift is needed for different reso-
nant frequencies. This interesting result can be qualitatively ex-
plained as follows: the worst-case datapath delay occurs when
the supply voltage is minimal. The corresponding clock cycle
seen by local flip-flops, on the other hand, is affected by both
the PLL and the clock path. In an adaptive PLL, the maximum
clock is generatedwhen the supply voltage is theminimum. This
maximum clock propagates through the clock path, causing its
arrival time at the local flip-flops to fall behind the worst-case
datapath delay point. Meanwhile, the clock path modulates the
clock signal, leading to the maximum stretch point ahead
of the worst-case datapath delay point (refer to Fig. 4). These
two effects compensate for each other, and as a result, when
the PLL and the clock path have the same supply noise sensi-
tivity, the maximum clock coincides with the worst-case data
path delay point regardless of the noise frequency. We can also
see that by choosing the optimal configuration for the proposed



JIAO et al.: DESIGN, MODELING, AND TEST OF A PROGRAMMABLE ADAPTIVE PHASE-SHIFTING PLL FOR ENHANCING CLOCK DATA COMPENSATION 2509

TABLE I
OPTIMAL CONFIGURATIONS AND PERFORMANCE OF THE PROPOSED PLL FOR DIFFERENT CLOCK DISTRIBUTION DESIGNS ( GHZ, NS)

Fig. 6. Schematic of the proposed adaptive phase-shifting PLL design.

PLL, the worst-case timing slack can be improved by 42–201
ps, which is equivalent to 5–24% of the nominal clock period.

IV. PROGRAMMABLE ADAPTIVE PHASE-SHIFTING PLL DESIGN

Fig. 6 shows the schematic of the proposed phase-shifting
PLL consisting of a frequency-phase detector, a charge pump,
a low-pass filter, a supply tracking modulator, a differential
voltage-controlled oscillator (VCO) and a frequency divider.
The phase shift and noise sensitivity adjustment are imple-
mented with the supply tracking modulator that consists of
three binary-weighted capacitor banks and a bias generation
circuit. As can be seen from the schematic, the capacitor banks
and transistors M1 and M2 form a high-pass filter so that the
resonant supply noise can be AC coupled to the bias voltage
of the VCO (VCN, VCP) to generate an adaptive clock signal.
Using a proper configuration of the three capacitor banks, the
desired phase shift and noise sensitivity can be achieved.
Further details on the capacitor bank operation are provided

in Fig. 7. Here, the relationship between the supply noise
DVDD (see Fig. 6) and the VCO control signal VCN is derived

Fig. 7. Analysis of the capacitor banks with using Thevenin’s theorem.

by Thevenin’s theorem using an equivalent voltage source
with an equivalent impedance of . The values of

and can be obtained by calculating the open-circuit output
voltage and the short-circuit equivalent impedance. Fig. 8(b)
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Fig. 8. Simulated VCO control voltage for different capacitor bank configurations.

Fig. 9. PLL stability response with additional pole due to the supply tracking modulator.

and (c) show the circuit schematics used to derive each pa-
rameter and the resulting expressions. As shown in Fig. 7(d),
the equivalent capacitance and the clock period’s sensitivity to
supply noise can be expressed as and

, respectively, which are both digitally
programmable using the capacitor bank. Simulation results in
Fig. 8 show the VCO control voltage VCN (see Fig. 7) versus
capacitor ratios confirming that the supply noise sensitivity
and the phase shift can be varied effectively. Based on the

equations shown in Fig. 7(d), the capacitor values
and can be changed together for the target phase shift
and supply sensitivity. The high-pass filter shown in Fig. 7
can introduce a maximum phase shift of . We show two
extreme cases to justify why this is sufficient for practical
applications. First, as discussed in Section III, if the clock path
and the datapath have the same supply noise sensitivities, no
extra phase shift is required for the optimal compensation (i.e.,

). Second, when the clock path sensitivity is 0, the
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Fig. 10. Block diagram of the 65 nm test chip.

Fig. 11. Differential and RC filtered buffers used in the clock networks.

optimal compensation can be achieved by shifting the supply
noise seen by the PLL by (i.e., the clock path delay). So
we have . In today’s high frequency
microprocessors, the clock path delay is typically under 1 ns
[14] and the resonant frequency is no higher than 300 MHz,
so the equation above gives as the upper bound.
Considering that the supply noise sensitivity of practical clock
paths is usually much larger than 0, a maximum of phase
shift introduced by the high pass filter is sufficient for most
practical designs.

V. STABILITY ANALYSIS OF ADAPTIVE PLLS

One of the major design challenges for adaptive PLLs is to
ensure stable operation. The supply tracking modulator in Fig. 6

Fig. 12. Frequency response of the local supply noise monitor in Fig. 11.

includes three capacitor banks for coupling the resonant supply
noise (DVDD) into the VCO bias generation circuit. The high-
pass filter formed between the three capacitor banks and a cur-
rent bias allows only the resonant supply noise to propagate
through while suppressing other noise components. On the other
hand, the low-pass filter in a typical PLL feedback loop will
filter out high frequency components. Therefore, the size of the
capacitor banks must be carefully chosen to guarantee good
supply noise tracking capability as well as stable PLL locking
behavior. To ensure proper tracking operation, the high-pass
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Fig. 13. Measured BER versus clock frequency (left). Example supply noise waveforms generated by noise injection circuits (right).

filter should be designed to have a bandwidth lower than the
resonant frequency of the chip (e.g., 40 MHz for our system).
For stable locking operation of the PLL, the additional pole in-
troduced by the high-pass filter should be carefully determined
so that the phase-margin (PM) is greater than 45 degrees.
Three poles exist in a typical charge pump based PLLwith the

first two located at 0 Hz [18]. The locations of the remaining
pole and zero are determined by various PLL design parame-
ters. Fig. 9(a) shows a simple stability plot of a conventional
charge-pump PLL. To ensure stable operation, the bandwidth
of the PLL should be higher than the zero in order to keep the
phase margin larger than 45 degree. One thing to note here is
that the PLL stability will be degraded because of the third pole
introduced by the parallel capacitor in the loop filter used for
suppressing high-frequency ripples. To optimize the PLL sta-
bility, we can place the PLL bandwidth at the center of the zero
and the third pole frequencies.
In a phase-shifting PLL, the additional pole introduced by the

high-pass filter becomes another source of stability degradation.
Fig. 9(b) shows this scenario where the additional pole has a
frequency between the zero frequency and the third pole fre-
quency. Since the additional pole is in the vicinity of the third
pole, the phase margin will decrease faster than the conven-
tional case as the frequency is increases. To avoid such severe
stability degradation and ensure a phase margin no less than 45
degree, we set the frequency of the additional pole to be 10 times
larger than the third pole. For example, the PLL can be designed
with a 1 MHz bandwidth while its zero and third poles are lo-
cated at 250 kHz and 4 MHz, respectively. In this case, even
after adding a supply tracking modulator for a 40 MHz resonant
noise, there will be little stability degradation as the corner fre-
quency of the high-pass filter is sufficiently higher than that of
the third pole.

VI. TEST CHIP DESIGN AND MEASUREMENT RESULTS

A. Test Chip Organization

A 1.2 V, 65 nm test chip was designed to verify the effective-
ness of the proposed PLL (Fig. 10). The adaptive clock signal

is generated by the PLL and then propagates through the clock
network. We have implemented eight different clock trees using
regular inverters, differential buffers or RC-filtered buffers [15]
with different interconnect lengths. The schematic of the dif-
ferential buffers and RC-filtered buffers are given in Fig. 11,
where the RC constant is chosen as 0.6 ns [15]. A separate 40
pF decoupling capacitor (decap) can be enabled to reduce the
supply noise seen by the clock trees. The datapath under test
consists of two D-flip-flops and both logic-dominated and in-
terconnect-dominated circuit paths. There is also a reference
datapath consisting of a short inverter chain in between two
D-flip-flops so that the setup time requirement is always satis-
fied. An XOR gate is used to compare the sampled results from
the datapath with the reference data, and any sampling error
will generate a pulse at the XOR output, which increments a
10-bit ripple counter. As a result, the transition in the th bit
of the counter output (i.e., ) indicates that
sampling errors have occurred. By measuring the average pe-
riod of the counter output and the clock frequency, the bit-error
rate (BER) can be conveniently calculated. The noise injection
block has individual devices clocked by an on-chip VCO and a
clock pattern synthesis circuit. The clock pattern can be selected
from 1, 2, 8 or 32 pulses for every 32 clock cycles to emulate a
first-droop or a sinusoidal noise waveform. The amplitude of the
injected current can also be digitally adjusted by turning on/off
parts of the noise injection devices. The test chip also includes
an array of linear feedback shift registers for injecting random
supply noise. To monitor the on-chip supply noise, an ampli-
fier-based noise sensor is introduced where the AC components
of the power supply and ground are taken as the differential in-
puts. Fig. 12 shows the frequency response of the on-chip supply
noise sensor, from which we can see that the sensor provides a
nearly flat gain of dB in a large frequency range between
3 MHz and 1 GHz. The static power consumption of this sensor
is 2.1 mW.

B. Test Chip Measurement Results

Fig. 13(left) shows an example of the BER data measured at
different clock frequencies. Without loss of generality, we de-



JIAO et al.: DESIGN, MODELING, AND TEST OF A PROGRAMMABLE ADAPTIVE PHASE-SHIFTING PLL FOR ENHANCING CLOCK DATA COMPENSATION 2513

Fig. 14. Measured results at 1.2 V and 1.0 V showing the dependency on phase shift and supply noise sensitivity.

fine the maximum operating frequency as the point when the
BER is , and denote it as in this paper. Another inter-
esting conclusion we can draw from this figure is that the impact
of the noise from those inserted active devices is much smaller
than that of the resonant noise in the proposed PLL. In the BER
graph, the slope of the curve and the horizontal location of the
curve represent the impacts of the device noise and resonant
noise, respectively. For example, the BER curve will be steeper
with a larger device noise while it will shift towards the left as
the resonant noise gets larger. As we can see from Fig. 13, the
BER curve shows a considerable horizontal shift depending on
the noise configuration while the slope remains relatively con-
stant. This confirms that the resonant noise has a much larger
impact than the device noise.
Fig. 14 shows the measured while sweeping the phase

shift and supply noise sensitivity values. The chip was tested
for a supply voltage of 1.2 V and 1.0 V using a sinusoidal noise
waveform. Experimental data shows that can be improved
by more than 5% for both cases when an optimal configuration
is chosen. We also see a large discrepancy in the optimal con-
figurations between the two cases (i.e., 1.2 V and 1.0 V). This is
because the timing compensation is affected by various design
parameters such as clock frequency, clock path delay, noise fre-
quency, and so on. The proposed PLL is flexible and can adapt
to different operating conditions and clock network designs by
configuring the phase shift and supply noise sensitivity.
The proposed PLL was tested under different supply noise

frequencies. For this test, an inverter-based clock tree was
chosen and the noise pattern was configured to emulate the
first-droop noise. Measurement results in Fig. 13(left) show
a 4% improvement for noise frequencies between 40
MHz and 300 MHz. As the noise frequency increases, the per-
formance improvement becomes smaller. This is because the
clock path delay makes it difficult, or even impossible, for the

adaptive clock to compensate for the datapath delay variation if
the noise period is too short. The proposed PLL was also tested
under a 1.0 V supply voltage and the results also show similar
performance improvement as shown in Fig. 15(right).
Different clock trees were also tested and the results are

shown in Fig. 16(left). Here, clock tree names post pended
with “ ” have a 40 pF decap enabled in the clock tree supply
and “short” or “long” refers to the interconnect length between
the clock buffers. For a 74 MHz sinusoidal noise, the is
consistently improved by 3.4% to 7.3% verifying the flexibility
of the proposed design. Another group of tests were carried out
with the first-droop noise injected at 37 MHz under a 1.0 V
supply voltage. Measurement results in Fig. 14(right) show a
3.3% to 6.8% improvement in across different clock tree
designs enabled by the proposed adaptive phase-shifting PLL.
The die microphotograph and the performance summary of

our 65 nm test chip are shown in Fig. 17.

VII. SCALABILITY AND PVT VARIATION ANALYSIS IN 32 NM

To validate the scalability of the proposed techniques, we de-
signed and simulated an adaptive phase-shifting PLL for several
different clock network designs in an industrial 0.9 V, 32 nm
CMOS based on high-k metal-gate technology. Fig. 18 shows
the schematic of the test circuit consisting of a phase-shifting
PLL operating at 2.58 GHz, a 16-stage FO4 inverter chain data-
path and a 20-stage clock buffer chain with a nominal delay of
1.0 ns. For easier control of the clock path characteristics, the
amplitude and the timing offset of the supply noise seen by the
clock path were adjusted to emulate the behavior of clock paths
with different and . Simulation results of the worst-case
timing slack for 4 different clock paths are provided in Fig. 19.
As shown on the top left of this figure, for the clock path with
the same noise sensitivity as the datapath (i.e.,
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Fig. 15. Measured Fmax at 1.2 V and 1.0 V for different noise frequencies.

Fig. 16. Measured Fmax at 1.2 V and 1.0 V for different clock trees.

Fig. 17. Die microphotograph and performance summary of 65 nm test chip.

and ), the best timing slack is obtained at the max-
imum filter capacitance meaning no phase shift is needed
in the PLL, which is consistent with the modeling results shown
in Table I. Similarly, the performance of the proposed PLL was
simulated for three other clock paths. The results confirm that by

Fig. 18. Test circuit setup used for validating the performance of the proposed
PLL in 32 nm.

optimizing the filtering capacitance and the supply noise
sensitivity , the worst-case timing slack can be improved
by 37–57 ps or 9.6%–14.7% of clock period for various clock
trees.
The impact of PVT variation is another important consider-

ation for designing a phase-shifted PLL. In the proposed PLL
design, proper configurations of the equivalent capacitance and
the supply noise sensitivity are needed in order to adaptively
control the output frequency in the presence of resonant supply
noise. In a practical system, however, it is impossible to guar-
antee an optimal configuration due to static and dynamic PVT
variations. For example, when a CPU is operating under var-
ious load conditions, it can lead to different IR drop and on-chip
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Fig. 19. Simulated timing slack in 32 nm with different configurations of the PLL for different clock trees.

Fig. 20. Simulated timing slack in 32 nm with capacitance and sensitivity
variations.

temperatures. As a result, the difference in IR drop will cause
the sensitivity to vary in the datapath and the clock path, while
the temperature variation will affect the VCO gain. Moreover,
at the production level, it might be too costly to calibrate every
phase-shifting PLL to have optimal settings. Therefore, it is im-
portant to validate the performance of the proposed PLL after

taking PVT variations into account. Using the same circuit and
setup in Fig. 19, we simulated the slack improvement under
PVT variation (Fig. 20). The four different colors represent (1)
under optimal configuration, (2) 50% variation in the equivalent
capacitance , (3) 20% variation in the supply noise sensi-
tivity , and (4) 50% variation in plus 20% variation in
. As shown in Fig. 20, even under large variations like case
(4), the proposed PLL can still achieves 45%–78% of the max-
imum possible improvement (or 6.8%–12.1% of the clock pe-
riod). These simulation results are consistent with the test chip
data. From Fig. 14, we can see that even after severe variation,
the proposed phase-shifting PLL design still provides a slack
improvement in the amount of 4.8%–13.3% of the clock period.

VIII. CONCLUSION

An adaptive phase-shifting PLL is proposed for enhancing
the clock data compensation effect by tuning the supply noise
sensitivity and the phase shift of the PLL clock output. A math-
ematical framework for simulating the performance of the pro-
posed PLL was used to quantify its effectiveness on different
clock network designs. A 1.2 V, 65 nm test chip confirms a
3.4–7.3% improvement in the maximum operating frequency
for various clock tree designs and for a supply noise frequency
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range of 40 MHz to 300 MHz. Our theoretical analysis along
with the experimental results show that the proposed adaptive
phase-shifting PLL with programmable supply noise sensitivity
and phase shift can always achieve the optimal clock data com-
pensation regardless of the operating conditions or the specific
clock network topology.
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