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Abstract—Negative bias temperature instability (NBTI) in
PMOS transistors has become a serious reliability concern in
present-day digital circuit design. With continued technology scal-
ing, and reducing oxide thickness, it has become imperative to
accurately determine its effects on temporal circuit degradation,
and thereby ensure reliable operation for a finite period of time.
A reaction–diffusion (R–D)-based framework is developed for de-
termining the number of interface traps as a function of time, for
both the dc (static NBTI) and the ac (dynamic NBTI) stress cases.
The effects of finite oxide thickness, and the influence of trap gen-
eration and annealing in polysilicon, are incorporated. The model
provides a good fit with experimental data and also provides a sat-
isfying explanation for most of the physical effects associated with
the dynamics of NBTI. A generalized framework for estimating
the impact of NBTI-induced temporal degradation in present-day
digital circuits, is also discussed.

Index Terms—Delay, frequency independence, negative bias
temperature instability (NBTI), oxide thickness, reaction–
diffusion (R–D) model.

I. INTRODUCTION

WHEN A PMOS transistor is biased in inversion (Vgs =
−Vdd), interface traps are generated due to the disso-

ciation of Si–H bonds along the substrate–oxide interface. The
rate of generation of these traps is accelerated by temperature
and the time of applied stress. These traps cause an increase in
the threshold voltage (Vth) and a reduction in the saturation
current (Idsat) of the PMOS transistors. This effect, known
as negative bias temperature instability (NBTI), has become
a significant reliability issue in high-performance digital IC
design, particularly in sub-130-nm technologies [1]–[6]. An
increase in Vth causes the circuit delay to degrade, and when
this degradation exceeds a certain amount, the circuit may fail
to meet its timing specifications.

Experiments have shown that the application of a negative
bias (Vgs = −Vdd) on a PMOS transistor leads to the gener-
ation of interface traps, while removal of the bias (Vgs = 0)
causes a reduction in the number of interface traps due to
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annealing [2]–[5], [7]–[11]. Thus, the impact of NBTI on
the PMOS transistor depends on the sequence of stress and
relaxation applied to the gate. Since a digital circuit consists of
millions of nodes with differing signal probabilities and activity
factors, asymmetric levels of degradation are experienced by
various timing paths. The exact amount of degradation must be
determined using a model that estimates the amount of NBTI-
induced shift in the various parameters of the circuit that affect
the delay. This metric can then be used to design circuits with
appropriate guard bands, such that they remain reliable over the
desired lifetime of operation, despite temporal degradation.

Over the past years, there have been many attempts to model
the NBTI effect, based on theories, such as reaction–diffusion
(R–D), dispersive diffusion, and hole trapping. The R–D theory
[12], [13] has commonly been used to model NBTI, lead-
ing to various long-term models for circuit degradation [4],
[14]–[16]. However, alternative views among researchers exist,
particularly about the inability of the R–D model to explain
some key phenomena, as detailed in [17]–[21]. This has led to
alternative models such as [17], [22]–[26], as well as efforts
to resolve the controversy between the R–D model theory and
the hole trapping theory [27]–[30]. While this area is still under
active research, the domain of this paper is restricted to NBTI
modeling based on the R–D theory.

This paper compares the existing models for predicting long-
term effects of aging on circuit reliability, within the R–D
framework [4], [14]–[16], and finds that these models do not
successfully explain the experimentally observed results. In this
regard, we first sketch an outline for the basic requirements of
any NBTI model, based on observations from a wide realm of
experimental data. Furthermore, most of these models assume
that the oxide thickness (dox) is infinite, which is particularly
not valid in sub-65-nm technologies, where dox is of the order
of a nanometer. Hence, the effect of interface trap generation
and recombination in polysilicon must be considered while
developing a model. Numerical simulations are also performed
to illustrate the drawbacks of existing models based on the R–D
theory, and to highlight the importance of considering the effect
of finite oxide thickness.

Accordingly, we propose an R–D-based model for NBTI that
does not consider the oxide to be infinitely thick. The results
show that the model can resolve several inconsistencies, noted
with the R–D theory for NBTI generation and recombination,
as observed in [17]–[20]. Furthermore, the model can also
explain the widely distinct experimentally observed results in
[20], [31], [32]. Implications of the model, and its usage in
determining the long-term impact of NBTI on digital circuit
degradation after three years of operation, are discussed. Aside
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from the actual analytical modeling and the framework for
estimating the degradation of digital circuits, our contribution
also involves providing a better understanding of the empirical
constant ξ, as used in [4], and has been misinterpreted as being
universal.

This paper is organized as follows. Section II outlines the
previous work in NBTI modeling and their shortcomings.
Based on these drawbacks, we outline a set of guidelines
that can be used to verify the correctness of an NBTI model.
Section III describes the R–D model equations, while
Section IV presents a solution to the first stress phase or the dc
stress case of NBTI action. In Section V, we outline a numerical
simulation framework for the first stress and recovery phases,
thereby showing the origin for some of the key drawbacks of
the R–D-based model in [4], as well as highlighting the role
of finite oxide thickness in long-term recovery. Section VI then
provides a detailed derivation of the model for the first recovery
phase. Simulation results and comparison with experimental
data are shown in Section VII. We use the stress and recovery
models derived for a single stress and relaxation phase, and ex-
tend this to a multicycle framework in Section VIII. Section IX
then shows how this model can be used to estimate the impact
of NBTI on the delay degradation of digital circuits, followed
by inferences in Section X.

II. PREVIOUS WORKS AND THEIR SHORTCOMINGS

In this section, we present the drawbacks of the existing
NBTI models based on the R–D theory, in literature. We then
proceed to outline a set of requirements that an NBTI model
must adhere to in order to be able to account for the physics of
interface trap generation and recombination. The R–D model
was first used in [12] to physically explain the mechanism
of negative bias stress (NBS) in p-channel MOS memory
transistors, based on the activation energy of electrochemical
reactions. Several years later, a detailed mathematical solution
to the R–D model was presented by [13]. Subsequently, [4],
[10], [11], [33] have used the R–D model to describe the NBTI
effect in present-day PMOS devices.

The analytical model for NBTI in [4] by Alam provides a
simple means to estimate the number of interface traps for a
single stress phase, followed by a relaxation phase, under the
assumption of infinite oxide thickness. The model does not
capture the rapid decrease in the concentration of hydrogen
initially, and predicts a 50% reduction in Vth when the relax-
ation time is equal to the stress time. The fit with experimental
data [4, Fig. 3, p. 2] is not very accurate, particularly during the
initial part of recovery. We will show later on in Section V that
this is due to two reasons:

1) the use of a single fixed value of ξ = 0.58 for modeling
the back-diffusing front during recovery, whereas in real-
ity ξ varies with time;

2) finite oxide thicknesses, and a higher diffusion rate of H2

in the oxide, as compared with polysilicon.
The work in [14] provides a multicycle analytical model for

NBTI, with the framework for the first stress and relaxation
phases being built upon the work in [4]. The model demon-
strates the widely observed relation that the amount of trap
generation over a large period of time is independent of the

actual frequency of operation, known as frequency indepen-
dence [4], [9], [10]. The framework also provides an analytical
proof for frequency independence and a method for estimating
the delay of digital circuits after ten years of degradation.
However, the model in [14] does not provide a good fit with
experimental data, particularly during the initial few seconds of
recovery. Furthermore, the analytical modeling is derived under
the assumption of infinite oxide thickness, which is not valid in
current process technologies. This paper extends the modeling
in [14] to remove the limitations listed above.

The work in [15] is also based on an infinite oxide thickness
assumption. To capture the rapid decrease in the number of
interface traps during the initial stages of recovery, the model
lumps a constant δ. The value of δ is used to fit with experi-
mental data, and no analytical means of computing this value
is provided. Furthermore, the shape of the curve around the
1000–1500-s region in Fig. 4 of this paper does not fit well
with experimental data from [34]. The aforementioned method,
however, is insightful, and leads to a case where a two-level
model for the recovery phase: one for recovery in the oxide
and another for recovery in polysilicon, may be required for
accurate modeling, as explained in [35].

Accordingly, the work in [16] attempts to incorporate the
effects of finite oxide thickness, and the differing rates of
diffusion of H2 in oxide and poly, and thereby provides a
comprehensive multicycle model. The work in [16] concurs
with [14] in showing frequency independence analytically. The
model provides an excellent fit with experimental data from
[35] and shows more recovery for a higher dox value, which
is consistent with experimental observations in [35].

However, the value of ξ in the model in [16] is deemed to
be universal, and this can lead to unexpected results as follows.
For instance, the recovery phase of the model in [16] for the
dox = 1.2 nm case is examined, for a single stress phase of
10 000 s, followed by continuous recovery for a long period of
time. It is expected that the amount of recovery must continue
to increase, with time, leading to near complete recovery at
infinite time [36]. However, an evaluation of the model shows
that the recovery curve reaches a minimum at around 40 000 s,
and continues to increase beyond that time. A similar behavior
is seen for the dox = 2.2 nm case, with the minimum occurring
at around 20 000 s, and the deviation from the minimum value
is larger here. This may lead to unexpected behavior, and the
minimum may shift toward a lower time point, for lower stress
periods, and higher oxide thicknesses.

A. Guidelines for an NBTI Model

Based on the drawbacks identified from these models, as well
as observations from several publications such as [19], [20],
[24], we present some key guidelines for an NBTI model as
follows.

1) The model must predict that the number of interface
traps increases rapidly with time initially, as explained
in [10], [37], and asymptotically lead to a NIT(t) ∝ t1/6

relationship (assuming that the diffusing species are neu-
tral hydrogen molecules), as experimentally observed in
[1], [5], [35].
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2) The model must be able to capture the “fast initial recov-
ery phase” that is of the order of a second [20], during
which recovery is higher.

3) The model must predict a higher fractional recovery for
a PMOS device with a larger tox for the same duration
of stress, as observed in [35]. This is because a larger
dox implies a larger number of fast-diffusing hydrogen
molecules in the oxide, and hence implies higher amounts
of annealing.

4) For an ac stress case where the stress duration is equal to
the relaxation time period, the model must predict larger
fractional recovery with lower stress times [20]. Previous
works using an NBTI model [4], [15] and numerical
solutions of the model in [17], [19] all predict 50%
recovery when the ratio of the relaxation time to the stress
time is equal to one, irrespective of the actual duration of
the stress time.

5) The model must predict some form of frequency indepen-
dence, i.e., the number of interface traps generated must
approximately be the same asymptotically, irrespective of
the frequency of operation. Although, the exact range of
frequencies over which this phenomenon holds good is
still not very clear, some form of frequency independence
is widely observed in the 1 Hz–1 MHz range [4], [34] and
has recently been shown to exist over the entire range of
1 Hz–2 GHz in [38].

B. Note on OTFM and UFM Techniques and Validity
of the R–D Theory

Two current state-of-the-art techniques to measure the impact
of NBTI on Vth during recovery include on-the-fly measure-
ment (OTFM) which estimates ΔVth by measuring |ΔId/Id0 |
and ultrafast Vth measurement (UFM) which estimates the
intrinsic NBTI and Vth degradation directly. UFM-based tech-
niques, which can measure the Vth degradation during the
recovery phase, within 1 μs after removal of the stress, have
been employed in [18], [19]. Experimental results show that
there is a uniform recovery of Vth during the relaxation phase,
with an almost identical amount of fractional recovery in every
decade. Subsequently, [17], [19] show results comparing the
large differences between an R–D theory-based model for
recovery and the experimental data suggesting that the R–D
mechanism does not provide a satisfactory explanation for the
physical action during recovery. Furthermore, [17] explains the
various drawbacks of the R–D theory-based analytical model
proposed by Alam [4], such as:

1) fifty-percent recovery in Vth predicted after τ seconds
of recovery, following τ seconds of stress, irrespective
of the value of τ , whereas experimental results show a
dependence on τ , particularly with smaller values of τ
producing larger fractional recovery;

2) numerical simulations of the R–D model predict 100%
recovery, whereas [4] predicts only around 75% recovery,
as t → ∞;

3) poor fit during the beginning of the recovery phase
(t � τ), and for t � τ .

The authors in [17] hence propose a dispersive transport-
based model for trap generation and recovery. Furthermore,
the works in [22], [25], [26], [39] support a bulk trapping-
detrapping-based model, instead of an R–D-based model. How-
ever, [29] distinguishes the gate dielectrics into two types
(Type I and Type II) depending on whether they are plasma
nitrided oxides or thermal nitrided oxides, and explains the
discrepancy between the bulk trapping and the R–D models for
each of these types. Recently, [40] highlights the differences
between an OTFM and a UFM-based technique for analyzing
the impact of NBTI. The aforementioned work also shows
that the R–D theory is consistent with the experimental results
obtained using OTFM techniques, and the log-like recovery
(equal recovery in every decade) observed in [18], [19] is
consistent with a UFM-based technique. The authors in [40]
also state that the log-based recovery of Vth observed in [19] is
due to the inappropriate usage of the quasi-state relationship

ΔVth =
qΔNIT

Cox
(1)

to ultrafast transient conditions. Furthermore, [40] explains
the drawbacks in using a UFM-based technique and strongly
supports the validity of the R–D theory for predicting the
impact of NBTI correctly.

It must be noted that our model is presented under the
aforementioned assumption that the R–D theory provides a
valid and satisfying explanation for interface trap generation
and recombination. This paper seeks to provide a better un-
derstanding of the R–D mechanism, thereby improving upon
the drawbacks in previous (R–D-based) works, as listed in the
beginning of this section. Furthermore, it must be noted that
our goal is to build a modeling mechanism for NBTI action that
can be used to predict the impact on the timing degradation of
digital circuits after several years of operation. Hence, a fast
asymptotically accurate model, as opposed to a slow cycle-
accurate model that requires extensive numerical simulations,
is of utmost utility.

III. R–D MODEL FOR NBTI ACTION

In this section, we describe the framework of the R–D model,
used to develop an analytical model for NBTI action. The R–D
model is solved assuming that alternate periods of stress and
relaxation, each of equal duration τ , are applied to the gate of
a PMOS device, whose source and bulk are tied to Vdd while
the drain is grounded, as shown in Fig. 1. It must be noted
that the derivation is valid, with minor changes in the limits of
integration, for any arbitrary sequence of stress and relaxation.
However, since the special case of a square wavelike sequence
of “alternating” stress and relaxation (also called ac stress in
the NBTI literature) is frequently used in experimentation, we
consider this case.

A. R–D Model

The R–D model is used to annotate the process of interface
trap generation and hydrogen diffusion, which is governed by
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Fig. 1. Input waveform applied to the gate of the PMOS transistor to simulate alternate stress (S) and relaxation (R) phases of equal duration τ .

the following chemical equations:

Si−H + h+ → Si+ + H

H + H →H2 (2)

where the holes in the channel interact with the weak Si–H
bonds, thereby releasing neutral hydrogen atoms and leaving
behind interface traps. Hydrogen atoms combine to form hy-
drogen molecules, which diffuse into the oxide.

According to the R–D model, the rate of generation of
interface traps initially depends on the rate of dissociation of the
Si–H bonds (which is controlled by the forward rate constant
kf ) and the local self-annealing process (which is governed
by the reverse rate constant kr). This constitutes the reaction
phase in the R–D model. Thus, we have

dNIT

dt
= kf [N0 − NIT] − krNITN0

H (3)

where NIT is the number of interface traps, N0 is the maximum
density of Si–H bonds, and N0

H is the density of hydrogen atoms
at the substrate–oxide interface. After sufficient trap generation,
the rate of generation of traps is limited by the diffusion of
hydrogen molecules.1 The rate of growth of interface traps is
controlled by the diffusion of hydrogen molecules away from
the surface as

dNIT

dt
= φNH2

(4)

where φNH2
is the flow of diffusion of H2 from the interface

to oxide/poly. Hence, when diffusion is limited to the oxide, it
follows the equation:

dNIT

dt
= −Dox

dNH2

dx
(5)

where Dox represents the diffusion coefficient in the oxide,
while Dp is that in polysilicon.

Using Fick’s second law of diffusion, the rate of change in
concentration of the hydrogen molecules inside the oxide is
given by

dNH2

dt
= Dox

d2NH2

dx2
for 0 < x ≤ dox (6)

where NH2 is the concentration of hydrogen molecules at
a distance x from the interface at time t (while N0

H2
, at

1Initial works assumed diffusion of hydrogen atoms, although it is now
widely conjectured that hydrogen molecular diffusion occurs [5], [10], [35].

Fig. 2. Results of numerical simulation showing the three regimes of interface
trap generation, during the dc stress phase.

the substrate–oxide interface).2 This constitutes the diffusion
phase in the R–D model. In order to find a coupling relation
between N0

H in the reaction-phase equation in (3) and N0
H2

in
the diffusion-phase equation, we use the mass action law

N0
H2

= kH

(
N0

H

)2
(7)

since two hydrogen atoms can combine to form a hydrogen
molecule with the rate constant kH [10], [41].

B. Solution to the Reaction Phase

During the initial reaction phase, the concentration of hydro-
gen atoms and interface traps are both very low, and there is
virtually no reverse reaction. Hence, the number of interface
traps increases with time linearly as

NIT(t) = kfN0t. (8)

The linear dependence of NIT on time t correlates with results
from numerical simulations in [5], [41]. This process lasts for
a very short time (around 1 ms). Gradually, the process of
interface trap generation begins to slow down due to the in-
creasing concentration of hydrogen molecules, and the reverse
reaction. The process then attains a quasi-equilibrium [42] and
subsequently becomes diffusion limited.

Fig. 2 shows results from our numerical simulation setup
(described later on in Section V), showing the three regimes,
namely:

1) reaction phase which lasts less than a millisecond, during
which NIT increases linearly with time, as shown in
Fig. 2;

2) quasi-equilibrium phase during which the interface trap
count does not increase;

2We will represent N0
H2

(t) and N0
H(t) as N0

H2
and N0

H, respectively, except
in cases where the value of t is not obvious within the context.
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3) rate-limiting diffusion phase during which the mecha-
nism is diffusion limited.

The reaction phase is ignored in the final model, for reasons
that will become apparent at the end of Section IV-A.

C. Diffusion Phase

During this phase, the diffusion of hydrogen molecules be-
comes the rate-limiting factor. Since the number of interface
traps now grows rather slowly with time, the left-hand side
(LHS) in (3) is approximated as zero. The initial density of
Si–H bonds is larger than the number of interface traps that are
generated, so that N0 − NIT ≈ N0. This leads to the following
approximation for the reaction equation:

kfN0

kr
≈ NITN0

H. (9)

We initially solve the diffusion equation for the first stress and
relaxation phases, and provide a method to extend the solution
to the subsequent phases in Section VIII.

IV. FIRST STRESS PHASE

The first stress phase occurs from time t = 0 s to τ , as shown
in Fig. 1. During this stage, the PMOS device is under NBS,
and hence, generation of interface traps occurs. The stress phase
consists of two components, namely, diffusion in oxide and
diffusion in polysilicon, leading to two analytical expressions,
respectively.

A. Diffusion in Oxide

The number of interface traps increases with time rapidly
initially, as given by (8), before reaching quasi-equilibrium, and
eventually the mechanism becomes diffusion-limited. At this
point, the rate of generation of hydrogen is rather slow, and
therefore, diffusion within the oxide, described by (6), can be
approximated as

Dox

d2Nx
H2

(t)
dx2

= 0. (10)

This implies that Nx
H2

(t) is an affine function of x, where x
is the extent to which the front has diffused at a given time t.
The diffusion front can be approximated, as shown in Fig. 3,
which plots the front at various time points, during the diffusion
process. The concentration of hydrogen molecules is highest
at the interface, where the traps are generated, and gradually
decreases as hydrogen diffuses into the oxide, as shown in
Fig. 3(c). The hydrogen concentration at the interface is denoted
by N0

H2
and can be approximated as zero at a point known as

the diffusion front, which we will denote as xd(t): This is the
extent to which the diffusing species has penetrated, at time t,
into the oxide.3 Therefore, we have

dNH2

dx
= − N0

H2

xd(t)
(11)

3This is consistent with the right half of [4, Fig. 4(a)]: The curve there looks
(deceptively) more rounded, but this is because the y-axis is on a log scale, and
on a linear y-axis, the triangle is a reasonable assumption.

Fig. 3. Diffusion front for the first stress phase. (a) shows the cross sec-
tion of the PMOS transistor: x > 0 denotes the direction of the oxide–poly.
(b) shows the front at time t = 0, and the hydrogen concentration is zero.
(c)–(f) show the front during the first stress phase. (c) shows the triangular
approximation of the diffusion front in the oxide, with the peak denoted by
N0

H2
, while the tip of the front is at xd(t). (d) shows the front at the oxide–poly

boundary, i.e., when xd(t) = dox, and the subsequent decrease in the peak
concentration. (e) shows the front extending into poly, while (f) shows that since
Dox � Dp, the front can be approximated as a rectangle in oxide, followed by
a triangle in poly, i.e., Ndox

H2
≈ N0

H2
.

and from the triangular approximation in Fig. 3(c)

Nx
H2

(t) = N0
H2

−
[

N0
H2

xd(t)

]
x. (12)

Due to the one–one correspondence between the interface
traps and the H species, the total density of interface traps must
equal the total density of hydrogen atoms (or twice the number
of hydrogen molecules) in the oxide. Therefore

NIT(t) = 2

x=xd(t)∫
x=0

Nx
H2

(t)dx. (13)
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The value of the aforementioned integral is simply twice the
area of the triangle enclosed by the diffusion front in Fig. 3(c).
Therefore

NIT(t) = N0
H2

xd(t). (14)

The aforementioned equations can be expressed equivalently in
terms of N0

H using (7). Hence

NIT(t) = kH

(
N0

H

)2
xd(t). (15)

The approximation comes about because the reaction rate is fast
enough that uncombined N0

H are sparse: This is supported by
the fact that practically, diffusion is seen to be due to H2 and not
H. The aforementioned equation relates the number of interface
traps to the number of hydrogen species at the interface. We
may now substitute (15) in the LHS of (5), and (11) in the right-
hand side of (5), and further use (7) to obtain

kH

(
N0

H

)2 dxd(t)
dt

=Dox

kH

(
N0

H

)2

xd(t)

i.e., xd(t)dxd(t) =Doxdt. (16)

Integrating this, we obtain

xd(t) =
√

2Doxt (17)

and using this in (15), we get

NIT(t) = kH

(
N0

H

)2 √
2Doxt. (18)

Finally, we substitute the aforementioned relation in (9) to
obtain

NIT(t) =
(

kfN0

√
kH

kr

) 2
3

(2Doxt)
1
6 = kIT(2Doxt)

1
6 (19)

where kIT = (kfN0

√
kH/kr)2/3.

The aforementioned equation is valid until the tip of the
diffusion front has reached the oxide–poly interface, as shown
in Fig. 3(d). The time at which this occurs is denoted by t1 and
can be computed by substituting xd(t) = dox in (17) to obtain

t1 =
d2
ox

2Dox
. (20)

Typically, t1 is of the order of a second for current technologies,
considering the values of the oxide thickness and Dox. The
number of interface traps for the first stress phase can thus be
expressed as

NIT(t, 0 < t ≤ t1) = kITxd(t)
1
3 (21)

where xd(t) =
√

2Doxt.
It must be noted that we ignore the reaction phase equation

given by (8), which captures the rapid initial rise in the number
of interface traps. Fig. 2 shows the extrapolated shape of the
curve (using dotted lines) from a numerical simulation, for the
case where the reaction phase is ignored in the model, and
merely the diffusion phase is considered. The results show that

ignoring the reaction and equilibrium phases leads to an under-
estimation in NIT initially, as shown in Fig. 2. However, the
mechanism is clearly diffusion limited, and we are interested in
determining the impact of NBTI after a few years of operation.
Hence, an underestimation in the number of interface traps for
up to 1 s does not affect the overall accuracy of the model or
the long-term shape of the NIT curve.

B. Diffusion in Poly

Assuming that τ is greater than t1 (the case where τ < t1
is handled later), the diffusion front moves into polysilicon as
well, as shown in Fig. 3(e), although the diffusion coefficient
for H2 in poly (denoted as Dp) is lower than that in the oxide
[35]. The detailed derivation is presented in Appendix A, and
only the end result is shown here. Thus, from (21) and (53), the
number of interface traps for the first stress phase is given by

NIT(t, 0<t ≤ t1)= kIT(2Doxt)
1
6

NIT(t, t1 <t ≤ τ)= kIT

[
dox(1+f(t))+

√
2Dp(t−t1)f(t)

] 1
3

(22)

f(t)=

[
Dox

√
2Dp(t − t1)

Dox

√
2Dp(t − t1) + Dpdox

]

≈ 1, for t > t1 (23)

where the first equation accounts for diffusion in the oxide
leading to a rapid stress phase, followed by the second equation
which involves diffusion in poly, and therefore, a slower stress
phase.

Using the aforementioned equations, it is easy to obtain an
analytical expression for the number of interface traps for the
static NBTI stress case or the dc stress case as follows:

NITDC(t, 0 < t ≤ t1) = kIT(2Doxt)
1
6

NITDC(t, t > t1) = kIT

[
dox (1 + f(t))

+
√

2Dp(t − t1)f(t)
] 1

3

.

(24)

Simulation results for the dc stress case, using the aforemen-
tioned model are shown in Section VII and Fig. 12.

V. NUMERICAL SIMULATION FOR THE FIRST STRESS

AND RECOVERY PHASES

Before deriving an analytical model for the first recovery
phase, as shown in Fig. 1, we present a detailed numerical
analysis and solution to this case. This section aims to identify
the origin of the drawbacks of the recovery modeling in [4]
and argues that these are not necessarily a limitation of the
R–D mechanism itself, as contended in [17]. Accordingly, a
modified R–D model for recovery, based on the model in [4],
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Fig. 4. Trap generation and H2 diffusion for dc stress. (a) NIT for stress
phase. (b) Evolution of H2 diffusion front of 100, 1000, and 10 000 s.

is developed in Section VI. It must be noted that numerical
simulation is only used to aid the reader in understanding the
development of the actual mathematical model for the recovery
phase. The employment of such a numerical simulation-based
model is prohibitively computationally intensive, particularly
in a multicycle framework to estimate the asymptotic impact of
NBTI on transistor threshold voltage after three years (≈ 1017

cycles at a frequency of 1 GHz) of operation.
We present a numerical solution framework for the R–D

model equations, described in Section III-A. We provide an in-
depth analysis of the recovery modeling in [4], and show that
the value of the back-diffusion coefficient ξ = 0.5, as used in
[4] is not universal, and ξ is actually based on curve fitting. We
argue that the poor fit between the analytical model in [4] and
measured data is partly due to the misinterpretation of the value
of ξ as being universal and not the R–D model itself.

We then explore the impact of using a two-region model con-
sidering the finite thickness of the gate oxide and a higher value
of the diffusion constant in oxide, as compared with poly [35].
We show simulation results using this finite-oxide thickness-
based model for NBTI recovery, and argue that the model
further helps eliminate the previously encountered limitations
in using the R–D theory-based models.

A. Simulation Setup

A backward-Euler numerical solver based on [43] is im-
plemented with adaptive time stepping, using kf = 4.66 s−1,
kr = 4.48e − 9 cm3 · s−1, kH = 1.4e − 3 s−1, N0 = 5e12 cm2,
and Dox = 4e − 17 cm2 · s−1. It must be noted that the exact
values do not influence the time dependences [41]. A minimum
step-size of 1e − 4 s is used for the simulations. We assume
that there is a one–one correspondence between ΔVth and NIT

for each of the cases, and that the y-axis, which denotes the
normalized NIT values (marked as “Scaled NIT” in the figures),
may also be interpreted as the normalized Vth values. The
results are shown in the following sections.

B. DC Stress

We first present the simple case of applying a dc stress on
the PMOS transistors for 10 000 s. Fig. 4(a) shows the growth
of NIT with time, while Fig. 4(b) shows the evolution of the
diffusion front with time, for t = [100 s, 1000 s, 10 000 s]. The
tip of the diffusion front grows as

√
t and the peak concentration

Fig. 5. Evolution of diffusion front for 10 000 s of stress followed by diffusion
of existing species: upper curve shows the front after τ = 10 000 s, while the
lower curve plots the case where diffusion of existing species occurs after
10 000 s of stress, with a lowering of the peak concentration, and widening
of the tip of the diffusion front xd(t).

decreases, while NIT increases asymptotically as ∝ t1/6. Both
results are consistent with the findings of the analytical model,
detailed in Section IV.

C. Effect of Stopping Stress

Fig. 5 shows the evolution of the diffusion front where stress
was applied until time τ = 10 000 s, followed by diffusion of
existing hydrogen molecules for time t > τ . The results show
that the peak concentration of hydrogen at the interface reduces,
whereas the tip of the diffusion front continues to grow as

√
t.

The shape of the diffusion front and the decrease in N0
H2

for t >
τ is obvious since there is no further generation or annealing of
interface traps, and the increase in the base of the triangular
front must be accompanied by a decrease in its height.

Recovery is modeled as a superposition of two mechanisms:
1) continued diffusion of existing hydrogen molecules away

from the interface;
2) annealing of interface traps, and backward diffusion of

hydrogen molecules near the interface.
Thus, we have

NIT(t, t > τ) = NIT(τ) − N ∗
IT(t) (25)

where N ∗
IT is the annealed component.

In the absence of annealing, i.e., if kr = 0 (along with
kf = 0) during the recovery phase, the profile of hydrogen
molecular diffusion must be as shown in Fig. 5. Hence, the area
under both curves in Fig. 5 is the same and is given by

NIT(t, t ≥ τ) ∝ xd(t)N0
H2

(t) = xd(τ)N0
H2

(τ). (26)

D. Impact of Annealing

In order to determine the impact of annealing, we first
simulate the case where 10 000 s of stress followed by 2500 s of
recovery is applied to the PMOS device. Fig. 6(a) shows the de-
crease in NIT beyond 10 000 s, with NIT (1.25τ = 12 500) =
0.673NIT (τ = 10 000), whereas Fig. 6(b) shows the diffusion
front, where there is annealing close to the interface. The peak
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Fig. 6. Trap generation for ac stress case: 10 000 s of stress followed by
2500 s of recovery. (a) NIT for stress phase. (b) Evolution of H2 diffusion
front.

Fig. 7. Diffusion fronts during recovery.

concentration point moves away from the interface, unlike the
diffusion curves in the stress phase, which resemble a right-
angled triangle. However, the tip of the diffusion front continues
to grow further into the oxide.

Fig. 7 shows the diffusion front after 2500 s of recovery
[Fig. 6(b)], superimposed on the diffusion front for the case
where the device is stressed for 10 000 s, followed by continued
diffusion (without annealing) for the remaining 2500 s, as
explained in Section V-C. The area under the black curve,
denoted as diffusing front, represents NIT(τ), as explained
in (26), whereas the area under the shaded curve (in blue) is
NIT (t > τ) and is denoted as the existing front. In Fig. 7,
the region under the triangular shape filled with (red) vertical
lines, denoted as backward front, indicates the number of
interface traps annealed, given by N ∗

IT. Assuming that all fronts
are triangular, which is reasonably accurate based on Fig. 7, we
can write4

NIT(τ) =NH2(x = 0, t, t > τ)
√

2D(t + τ)

N ∗
IT(t) =NH2(x = 0, t, t > τ)x∗(t)

NIT(t, t > τ) =NH2 (x∗(t), t)
√

2D(t + τ)

NIT(t, t > τ) =NIT(τ) − N ∗
IT(t) (27)

where x∗(t) is the point at which the diffusion front during
the recovery phase reaches its peak. Unlike the figures in
[14], where the authors assume that the peak value occurs at
Δ ≈ 0, i.e., close to the Si−SiO2 interface, x∗(t) grows with

4Number of interface traps NIT is equal to twice the area under the NH2
curve, from (13).

Fig. 8. Trap generation for ac stress case: 10 000 s of stress followed by
10 000 s of recovery. (a) NIT for stress–relaxation phases. (b) Evolution of
H2 diffusion front.

time, i.e., the peak point moves away from the interface, due to
forward diffusion of existing hydrogen species.

Fig. 8(a) shows the case for τ seconds of stress followed by
τ seconds of recovery, where τ = 10 000 s (as this case is
widely used to compare the performance of an analytical model,
as well as to demonstrate experimental results). The shape
of the fronts indicates that the number of interface traps can
be expressed as a difference in the area of the two triangles
between the diffusing front and the backward front, as shown
in Fig. 7 and derived in (27). We now derive the analytical
modeling in [4] using (27).

Numerical simulations, shown in Fig. 8(a), for this case
show that

NIT(2τ) = 0.47NIT(τ). (28)

From Figs. 6(b) and 8(b), we can see that x∗(t) ∝ √
t and can

be written as

x∗(t) =
√

ξ × 2Dt (29)

where ξ is the curve-fitting parameter whose value must be
determined. Using the aforementioned relation in (27), we have

NIT(τ) =NH2(x = 0, t, t > τ)
√

2D(t + τ)

N ∗
IT(t) =NH2(x = 0, t, t > τ)

√
2ξDt

NIT(t, t > τ) =NIT(τ) − N ∗
IT(t)

=NIT(τ) − NIT(τ)
√

2ξDt√
2D(t + τ)

=NIT(τ)

[
1 −

√
ξt

t + τ

]
(30)

which is the equation for recovery in [4]. Substituting the value
of NIT(2τ) from (28) in (30), we have

0.47NIT(τ) = NIT(τ)

[
1 −

√
ξτ

τ + τ

]
(31)

from which we obtain ξ = 0.58, which is the theoretical value
of ξ for double-sided diffusion, as stated in [4]. However, for
simplicity, a fixed value of ξ = 0.5 is used, which results in
NIT(2τ) = 0.5NIT(τ).
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TABLE I
COMPARISON BETWEEN FRACTIONAL RECOVERY NUMBERS OBTAINED

THROUGH NUMERICAL SIMULATIONS AND ANALYTICAL MODEL

Fig. 9. Curve-fitted expressions for time-varying ξ using an exponential
relation (ξ = 0.5843(t/τ)0.0897) and a log relation (ξ = 0.0557 log(t/τ) +
0.5879). (a) Curve fit for ξ. (b) Fractional recovery using time-varying curve-
fitted ξ.

We now compare the values of the analytical model for
recovery using (30) and the results from numerical simula-
tions, for different values of t, with a fixed value of ξ =
0.58. Table I shows the values of NIT(t + τ)/NIT(τ), i.e.,
the fractional recovery numbers during the relaxation phase,
computed using numerical simulations, and using the analytical
model from (30) with ξ = 0.58, for different values of t, where
τ = 10 000 s. The last column of Table I recomputes ξ from
(30) by substituting the value of NIT(t + τ) for each case.
The results show that ξ is not a constant, and increases with t.
However, for t < τ , the difference between numerical and ana-
lytical results using ξ = 0.58 is not large. Thus, the discrepancy
between numerical simulation results and analytical modeling
for the recovery phase, for large values of t, is clearly attributed
to the use of a fixed value of ξ, based on curve fitting at
one time stamp t = τ . This discrepancy can be resolved by
using a curve-fitted expression for ξ, as shown in Fig. 9. Two
sample curve-fitted expressions and their accuracies are shown
in Fig. 9(a), while the corrected model is shown in Fig. 9(b)
along with numerical data, as well as the case where ξ = 0.58
is used. The results indicate that with a time-varying ξ, a good
fit between numerical and analytical results can be obtained.
Such a modified analytical solution from an R–D theory based
on [4], with a time-varying ξ does indeed converge well with
numerical simulation results. It must be noted that the curve-
fitted expression for ξ in Fig. 9 is one of the many choices
and is merely shown to illustrate the usage of a time-varying
model for ξ.5

Simulation results also show that the value of ξ depends
on τ , as well, particularly for smaller values of τ . Hence, any

5Both the curve-fitted expressions in Fig. 9 do not guarantee that ξ converges
to one, as t → ∞, and may require to be further modified for the case of a
single stress phase followed by recovery of the device for infinite time, thereby
resetting it to be equivalent to an original unstressed device. However, these
expressions are merely shown to illustrate the fact that ξ is a function of t and
is not a constant.

Fig. 10. Validation of finite-oxide thickness-based model. (a) Finite-oxide
thickness-based model. (b) Fractional recovery for different values of τ .

comparison of recovery models with the R–D theory-based
analytical model expression of [4] must be done using the
appropriate value of ξ.

E. Finite Oxide Thickness

In this section, we propose to account for further discrep-
ancies between the findings from a numerical or an analytical
model and experimental data, such as the following.

1) Experimental results for a single stress phase followed by
a single recovery phase show more than 80% recovery
in [20] for τ = 1000 s, around 60% recovery in [35] for
τ = 10 000 s, and 50% recovery in [4] for τ = 1000 s, for
devices with an oxide thickness of 1.2–1.3 nm.

2) Larger fractional recovery for the same value of τ for a
higher oxide thickness is seen in [35].

3) Rapid decrease in Vth at the beginning of the recovery
phase [20], implying a log t behavior for recovery, where
equal recovery is observed in every decade [17]–[19].6

Accordingly, a finite-oxide thickness-based two-step model
is contended since the diffusion constant of hydrogen in oxide
is larger than that in polysilicon (Dox > Dp). Although the
exact values of Dox and Dp are still widely debated [35],
their relative ratio influences the shape of the NIT curve. We
perform numerical simulations, using our setup, as described
in Section V-A for a case where dox = 1.3 nm. Additional
boundary conditions at the oxide–poly interface are added to
the numerical simulation setup used for the infinitely thick
oxide case, in Section V-A. Dp is assumed to be 0.25 Dox.
Fig. 10(a), which plots the simulation results, shows that there
is approximately 60% recovery after τ seconds of recovery
for τ = 10 000 s, as opposed to Fig. 8(a) which shows 50%
recovery.

Fig. 10(b) shows the model for the case of τ = 10 000 s, and
τ = 1000 s, with higher fractional recovery for the 1000-s case,
since more H2 is contained in the oxide, and rapidly diffuses
back to the interface. Unlike the infinite oxide thickness case,
which would have incorrectly predicted a fractional recovery of
≈50% for both τ = 10 000 s and τ = 1000 s, higher fractional
recovery is seen with lower values of τ .

The shape of the diffusion profile at the end of the first
stress and recovery phases for the case of τ = 10 000 s, and
Dox = 4Dp are shown in Fig. 11. Fig. 11(a) shows the diffusion

6It must be noted that [40] has attributed this behavior to an inaccurate way
of estimating the impact of NBTI by using UFM techniques.

Authorized licensed use limited to: University of Minnesota. Downloaded on December 14, 2009 at 19:05 from IEEE Xplore.  Restrictions apply. 



546 IEEE TRANSACTIONS ON DEVICE AND MATERIALS RELIABILITY, VOL. 9, NO. 4, DECEMBER 2009

Fig. 11. Diffusion front considering finite oxide thickness. (a) Diffusion front
for stress phase. (b) Diffusion front at the end of the recovery phase.

of NH2 at the end of the stress phase, with the rectangular-
shaped front in the oxide, followed by a triangular front in poly.
The diffusion profile for recovery in Fig. 11(b) indicates that
the fraction of the hydrogen molecules contained in the oxide
quickly diffuses backwards during recovery.

Thus, it is clear that a two-region-based model for recovery
with differing diffusion constants for oxide and poly is neces-
sary to model the recovery phase of NBTI action. Accordingly,
we also use two curve-fitting constants ξ1 and ξ2 for the
backward-diffusing fronts in oxide and poly, respectively, and
determine the values of these constants to match the experi-
mental results. The development of the analytical model for
recovery is detailed in the next section.

VI. MODEL FOR THE FIRST RECOVERY PHASE

During the recovery phase, the stress applied to the PMOS
device is released, as shown in Fig. 1. Some of the hydrogen
molecules recombine with Si+ species to form Si–H bonds,
thereby annealing some of the existing traps. Since the rate of
diffusion of hydrogen molecules in the oxide is greater than that
in poly, rapid annealing of traps occurs in the oxide, followed
by a slow annealing in polysilicon. Accordingly, we have two
stages of recovery in each relaxation phase, which are modeled
separately.

A. Recovery in Oxide

The detailed derivation for the first recovery phase of NBTI
action is shown in Appendix B. The final equation is of the form

NIT(t + τ, 0 < t ≤ t2) =
NIT(τ)

1 + g(ξ1, t)
(32)

where t2 is the time when the back-diffusion front has reached
the oxide–poly interface and is of the order of less than a
second, while

g(ξ1, t) =

[ √
2ξ1Doxt

2dox −√
2Doxt +

√
2Dp(t + τ)

]
(33)

with the value of ξ1, which is a function of t, τ , and dox, chosen
appropriately using curve fitting, based on the discussion in
Sections V-D and V-E.

B. Slow Recovery in Poly

If recovery continues beyond time t2, the back-diffusion
front now enters poly, where its growth is slower, in comparison
with that in the oxide (≡ to the diffusion front during the first
stress phase in Fig. 3). Hence, during this phase, the rate of
annealing of interface traps reduces. However, by this time,
since the oxide is almost completely annealed, only a slow
recovery in poly occurs. The diffusion front in poly is triangular
and its peak moves further away from the oxide–poly interface
as being proportional to

√
ξ2t, where ξ2 is the curve-fitting pa-

rameter. The mechanism is similar to recovery for the case of an
infinitely thick oxide. Hence, the model derived in Section V-D
for the infinite oxide case can be used here. Thus, we have

NIT(t + τ, t > t2) = NIT(τ + t2)

[
1 −

√
ξ2(t − t2)

t + τ

]
(34)

for time τ + t2 to 2τ , where ξ2 is the curve-fitting factor. It
must be noted that due to the difference in the coefficients of
oxide and poly, and the slow progression of the back-diffusion
front in poly, the value of ξ is less than 0.58 and is of the
order of around 0.125 for t < t0.7 Thus, the two-step model
for annealing consists of a quick annealing stage where the
number of interface traps decreases rapidly in the first few
milliseconds to about a second, followed by a slow decrease
over the remaining time period.

The model proposed can thus also account for rapid recovery
during the beginning of the relaxation stage, due to mechanisms
not attributed to an R–D process, using the curve-fitted value of
ξ1. The authors in [40] argue that the rapid decrease in Vth at the
beginning of the recovery phase, which does not correspond to
a simultaneous decrease in NIT, is an incorrect manifestation of
the UFV technique used to measure recovery in PMOS devices.
While it is not clear what the actual physical mechanism is, in
nanometer-scale PMOS devices during actual circuit operation,
the use of a curve-fitted ξ1 helps fit better the results of the
model with experimental data, while still adhering to the basic
guidelines of the R–D theory.

C. Complete Set of Equations for First Stress
and Relaxation Phase

The equations for the first stress and relaxation phase can be
summarized as follows:

NIT(t, 0 < t ≤ t1)= kIT(2Doxt)
1
6

NIT(t, t1 < t ≤ τ)= kIT

[
dox(1+f(t))+

√
2Dp(t−t1)f(t)

]1
3

NIT(t+τ, 0<t≤ t2)=
NIT(τ)

1 + g(ξ1, t)

NIT(t+τ, t2 <t≤τ)= NIT(τ + t2)

[
1 −

√
ξ2(t − t2)

t + τ

]
.

(35)

7A time varying ξ2, as deemed necessary in Section V-D, is used to model
the impact of a single stress phase, followed by long periods of recovery, in the
plots (Fig. 17) shown later on, in Section VII-D.
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Fig. 12. Plot of dc stress for dox = 1.2 nm. The curve plots the normalized
interface trap values for kIT = 1.

VII. SIMULATION RESULTS AND SANITY CHECK PLOTS

In this section, we compare the results of our model with the
requirements outlined in Section II.

A. DC Stress

The plot for a dc stress case, for a PMOS transistor with
dox = 1.2 nm, is obtained using (24) and is shown in Fig. 12.
The plot consists of three significant phases:

1) the initial phase of t < 0.1 s, during which the reaction
phase is dominant. It must be noted that this phase has
been not been explicitly modeled in (35), and (21) is
used for t ≥ 0, as has been explained in the end of
Section IV-A, using Fig. 2;

2) the transient phase of 0.1 s ≤ t < 10 s, during which the
process is dominated by diffusion in the oxide;

3) the final phase, for large values of t, over which the
mechanism is dominated by diffusion in poly.

It follows from the shape of the log–log plot in Fig. 12, that
as t increases, the number of interface traps asymptotically
approaches a t1/6 relationship, which satisfies the first guideline
outlined at the end of Section II. It must be noted that in
the analytical model for dc stress, and hence the plots in
Fig. 12, we ignore the reaction and the quasi-equilibrium phases
of interface trap generation, for reasons already explained in
Section III-B.

B. AC Stress (Single Stress Phase Followed by a Single
Relaxation Phase)

The plot in Fig. 13 shows the simulation results for the
number of interface traps generated for a single stress phase,
followed by a relaxation phase, each of duration τ = 10 000 s,
using (35), for a PMOS device whose oxide thickness (dox) is
1.2 nm. These match the values used in the experimental setup
from [35]. The values of ξ1 and ξ2 are chosen based on curve
fitting, with ξ1 � ξ2. The results of our simulation are shown in
Fig. 13. The curve shows a good fit with experimental data from
[35], [44]. The accurate fit with experimental data, particularly
during the recovery phase, satisfies the second requirement
outlined in Section II.

Fig. 13. Plot of first stress and recovery phases for τ = 10 000 s, and dox =
1.2 nm, with experimental data from [35], [44], shown in �, on a linear scale.

Fig. 14. Plot of first stress and recovery phases for τ = 10 000 s, and dox =
1.2 nm, with experimental data from [35], [44], shown in �, on a log scale.
(a) shows the plot for both the phases. (b) shows the plot for the recovery phase
only, as a function of the time of recovery (t − τ).

Recent publications [18], [19] have motivated the plotting of
stress and relaxation data, on a semilog scale, to compare the
accuracy of the fit, over the broad spectrum of time constants.
The fit with experimental data from [35] on a semilog scale
is shown in Fig. 14. Fig. 14(a) shows the plot for the first
stress and recovery phases, while Fig. 14(b), for the recovery
phase only. The fit for our model is not very accurate, during
the beginning of the stress phase, as shown in Fig. 14(a), and
our model shows a higher exponent as opposed to experi-
mental data. Recently published works [29], [30], [41] have
shown that this is nevertheless consistent with a H2 diffusion-
based R–D model, and attribute this discrepancy in short-term
measurements to the assumption that H-to-H2 conversion is
extremely fast, which may not be realistic [41]. A detailed
analysis of the H ↔ H2 conversion has been incorporated into
an analytical model recently by [29], and the fit of the model
with the experimental data indeed verifies that this is true.
The shape of the plots from [41] are similar to that shown
in Fig. 14, with measurement data showing an initial slope of
t1/3, whereas the R–D model solution using only H2 diffusion
predicts a t1/6 behavior. However, for the purposes of circuit
delay degradation estimation and optimization, we are more
concerned about long-term effects of aging after a few years
of circuit operation under various conditions, rather than actual
cycle-accurate values. In this context, the accuracy of the plot
toward the end of the stress phase and the asymptotic fit is more
important, since this governs the shape of the next recovery
phase and the subsequent stress phases.
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Fig. 15. Plot of first stress and recovery phases for τ = 10 000 s, and
dox = 2.2 nm, with experimental data from [35], [44], shown in �, on a linear
scale.

Fig. 16. Plot of the first stress and recovery phase for τ = 10 000 s, and
τ = 1000 s, showing the effect of reduced stress times.

C. Effect of Thicker Oxides

Experimental results have shown that as the oxide thickness
increases, greater amount of recovery is expected. We verify
this by simulating the case of dox = 2.2 nm, and τ = 10 000 s.
While the dox = 1.2 nm case showed ≈60% recovery after
τ seconds of relaxation, we expect a higher fractional recovery
for this case, since more NH2 is contained in the oxide, and
hence diffuses back faster. The results are shown in Fig. 15, and
expectedly there is 80% recovery after τ seconds of relaxation.
The results match well with experimental data from [35],
thereby satisfying the third requirement in Section II.

D. Effect of Lower Stress Times on the Amount of Recovery

Previous solutions to the R–D model ignored the effect of
finite oxide thickness, and the difference in the diffusion rates in
polysilicon and the oxide. Hence, these results always showed
50% recovery, when the ratio of recovery time to stress time was
one, independent of the stress time. However, experimental re-
sults [20] show that a higher fractional Vth recovery is observed
for lower stress times. We verify this by plotting the results for
the case of tox = 1.2 nm, with stress times of 10 000 and 1000 s,
respectively, in Fig. 16.

Furthermore, we also use and compare the results of our
model with experimental data from [20], for the case of a
single stress phase followed by variable amounts of recovery,

Fig. 17. Experimental data from [20] compared with model results to demon-
strate the effect of reducing τ .

for different values of τ . Fig. 17 shows the case where a single
stress phase was followed by 100 s of recovery for four cases of
stress times: 1000, 100, 10, and 1 s, respectively, for a 1.3-nm
oxide case.

Fig. 17 shows that our two-stage model for recovery with
two sets of curve-fitted constants ξ1 and ξ2 provide a reasonably
accurate fit with the experimental results. Some key findings are
as follows.

1) The plots in [45] shows results where a 1000 s of NBTI
stress on a PMOS device with an oxide thickness of
1.3 nm causes a threshold voltage shift of 30 mV. Sub-
sequent recovery causes an approximate 50% reduction
in the amount of Vth degradation. However, the results
in [20] show approximately 120 mV increase in Vth with
1000 s of stress, and a large amount of recovery as well,
after 100 s of relaxation.

2) The curve-fitted value of ξ1 is largest for the case of
1000 s of stress and decreases with a reduction in the
value of τ .

3) A single value of ξ2 suffices for the τ = 1000 s and τ =
100 s cases of stress, followed by 100 s of recovery, since
t = 100 s is ≤ τ for these two cases. However, a curve-
fitted expression for ξ2 of the form ξ20(t/τ)α is used for
the cases of 10 and 1 s of stress followed by continuous
recovery for 100 s, since t � τ .

4) The value of ξ2 decreases with τ as well. This can be
explained as follows. For the case of 1000 s of stress,
the tip of the diffusion front is well into the polysilicon
region, implying that the base of the triangular diffusion
front is large and its height relatively narrower. Hence,
with 100 s of recovery, the back diffusion front moves
deeper into the poly region with its narrower height—as
compared with the 100-s case, implying a larger ξ2 for a
larger τ .

Thus, our model satisfies the guidelines outlined in Section II
(the last observation about frequency independence is deferred
to Section VIII-C) and provides reasonably accurate fits with
experimental data. We now present the extension of our single
cycle model to a multicycle operation, i.e., we calculate the
number of interface traps for any kth stress or relaxation phase,
assuming the input pattern in Fig. 1.
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Fig. 18. Plot of the first two stress and recovery phases for τ = 10 000 s, and
dox = 1.2 nm.

Fig. 19. Comparison of experimental data and model results for subsequent
stress and relaxation phases.

VIII. EXTENSION FOR MULTICYCLE AND

HIGH-FREQUENCY OPERATION

The detailed derivation for the second stress and recovery
phases are shown in Appendix C. The plot for the first two stress
and relaxation phases is shown in Fig. 18.

The figure shows the number of interface traps rapidly
increasing during the beginning of the second stress phase,
because of rapid dissociation of the Si–H bonds, which is
consistent with the results in [4]. Recovery during the second
relaxation phase is expectedly less than that during the first re-
laxation phase, since the peak concentration has now decreased,
due to further diffusion of hydrogen molecules into the poly
region.

A. Comparison With Experimental Results

We also compare the results of our multicycle model with
some published experimental results from [45] . Fig. 19 shows
the model results for the first stress phase, first recovery phase,
as well as the second stress phase for a 1.3-nm oxide thickness
case, and τ = 1000 s. Experimental results from [45] for this
case indicate a 50% recovery after τ seconds of relaxation.
Fig. 19 shows that the fit is reasonably accurate.

B. Final Simplified Model and Range of Operation

For a multicycle periodic operation, where an ac stress is
applied on the PMOS device, with stress time being the same
as relaxation time, both being equal to τ , as shown in Fig. 1,

Fig. 20. Plot showing interface trap generation for τ = 10 000 s for ac and dc
stress cases up to ten years of operation, on a log–log scale.

we obtain the following expressions for the (n + 1)th cycle,
consisting of stress from time 2nτ to (2n + 1)τ , and relaxation
from time (2n + 1)τ to 2(n + 1)τ , respectively.

Stress Phase:

NIT(2nτ + t, 0 < t ≤ t1)

= kIT

[(
NIT(2nτ)

kIT

)6

+ 2Doxt

] 1
6

NIT(2nτ + t, t1 < t ≤ τ)

= kIT

⎡
⎣

√(
NIT(2nτ)

kIT

)6

+ (2dox)2 +
√

2Dp(t − t1)

⎤
⎦

1
3

.

(36)

Relaxation Phase:

NIT ((2n + 1)τ + t, 0 < t ≤ t2)

=
NIT ((2n + 1)τ)

1 + h1(ξ1, t)

NIT ((2n + 1)τ + t, t2 < t ≤ τ)

= NIT ((2n + 1)τ + t2) [1 − h2(ξ2, t)]

where

h1(ξ1, t) =

[ √
ξ1 × 2Doxt

2dox −√
2Doxt +

√
2Dp (t + (2n + 1)τ)

]

h2(ξ2, t) =

[√
ξ2(t − t2)

t + (2n + 1)τ

]
. (37)

The aforementioned model is valid for τ > t1 and τ > t2,
i.e., for τ > 1 s. Simulation results using this model for τ =
10 000 s, for ten years of operation, are shown in Fig. 20. The
results show that the number of traps produced by ac stress is
about 0.7 times that produced by a dc stress. The shape of the
curves also indicates that the asymptotic slopes of the two stress
cases are the same. This is suggestive of the fact that ac stress
can be modeled as a linear function of dc stress, for long-term
estimates, as explained in Section IX.
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Fig. 21. Plot showing interface trap generation for different time periods,
along with the dc stress case, to demonstrate frequency independence.

C. NBTI Model for High-Frequency Operation

For high-frequency operation, the aforementioned multicycle
model cannot be used due to the underlying assumptions about
the shape of the diffusion front and the various approximations
made during the course of the derivations. However, for a
1-GHz frequency operation, it is computationally infeasible to
compute the interface trap concentration on a cycle-accurate
basis for ten years of operation, amounting to ≈1017 cycles,
either using analytical models or through simulations. Hence,
we seek transformations of high-frequency waveforms into
extremely low-frequency waveforms (for example, of the order
of ≤ 1 Hz), thereby obtaining tractable and fairly accurate
asymptotic estimates with a large speed-up. In this regard,
we explore a key property of the dynamics of interface trap
generation, namely, frequency independence.

Experimental results have shown that the number of interface
traps, measured after a large duration of time is approximately
the same irrespective of the actual frequency of the input ac
waveform being applied [3], [4], [10], [14], [16] implying
identical asymptotic NIT estimates. This property is known as
frequency independence. Although several differing experi-
mental results have been observed, recent experiments have
shown that this holds good over the 1 Hz–1 GHz bandwidth
[38], which seconds the analytical findings in [16]. However, as
we move closer to dc, some form of frequency dependence is
expected. We verify this phenomenon by plotting the number
of interface traps up to 106 s for five different τ values differing
by an order each, ranging from 1 to 10 000 s. The values
are compared with the dc case as well, and the plots are
shown in Fig. 21. The results show that with increasing τ , the
NIT curves tend to become closer. Hence, for τ = 1 s, some
form of frequency independence can be assumed to hold good
asymptotically.

Thus, on the basis of experimental data from [38], and the
trend shown in Fig. 21, we conclude that the interface trap count
determined for τ = 1 s, asymptotically equals the number for a
case where τ = 1 ns, over tlife, where tlife is the lifetime of the
circuit, and is assumed to be ten years of operation

NIT(t = tlife, τ = 1 s) ≈ NIT(t = tlife, τ = 1 ns). (38)

Thus, we can use our multicycle model derived in the previous
section, with τ = 1 s, to estimate the impact of NBTI on
gigascale circuits.

Fig. 22. Plot showing ac stress represented as an equivalent scaled dc stress.
The two curves almost perfectly overlap. (a) Linear scale. (b) Log scale.

IX. FRAMEWORK FOR ESTIMATING THE IMPACT

OF NBTI ON CIRCUIT DELAY

In this section, we present a framework for using the NBTI
model to estimate the temporal delay degradation of digital
circuits over ten years of operation. We use the method de-
scribed in [46], where the authors claim that ac NBTI can be
represented as being asymptotically equal to some α times dc
NBTI, where α represents the ratio between the number of
interface traps for the ac and dc stress cases

α =
NITAC(t = tlife = Nτ)

NITDC(t, t = tlife)
(39)

where N denotes the number of half cycles, each of duration
τ , in ten years of operation. Accordingly, ac stress can be
approximated as

NITAC(t, τ < 1 s) ≡ αNITDC(t) (40)

where NITAC(t) is the number of interface traps due to ac
stress and NITDC(t) that due to dc stress at time t. We ver-
ify this method graphically by plotting the actual ac wave-
form and the scaled dc waveform, where α is the ratio of
the number of interface traps computed after ten years of
operation, for τ = 10 000 s, in Fig. 22(a) and (b). A good
fit in the linear plot [Fig. 22(a)] guarantees correct esti-
mates, for the circuit lifetime, ranging over the one–ten-year
period.

Although, the equivalent dc stress model may not provide
an exact upper bound, particularly, over the first few stress
and relaxation phases, and may not show the exact transient
response initially, the overall fit is fairly accurate for asymptotic
NBTI estimates, over a period of time, as large as ten years, as
shown in Fig. 22(b). Since reliability estimates do not require
cycle-accurate behavior of the number of interface traps, the
scaled dc model is simple and sufficient.

The aforementioned method in conjunction with frequency
independence can be used to estimate the number of interface
traps as follows.

1) Convert the high-frequency waveforms to equivalent
1-Hz waveforms, by using the SPAF method outlined in
[14] or otherwise.
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Fig. 23. PMOS Vth, after three years of aging, as a function of the probability
that the transistor is stressed.

2) Calculate the number of interface traps up to ten years
of operation, for the 1-Hz square waveform, and the dc
waveform using the model.

3) Compute the value of α, and use the scaled dc model as an
approximate temporal estimate of the number of interface
traps, at various time stamps.

4) Repeat this method for waveforms of different duty cy-
cles, and compute the value of α in each case, to obtain a
simple lookup table of α versus signal probability (such
that ΔVth for each signal probability = some α times the
ΔVth for dc stress), as described in [14], or even a smooth
curve-fitting-based model, as desired.

5) Compute the number of interface traps and the Vth

degradation at any desired time stamp, for any signal
probability, using this scaled dc model.

Since NIT is linearly proportional to Vth, experimental re-
sults can be used to compute this ratio, and the NIT numbers
can accordingly be converted to Vth values. We present a
generic framework in this paper, and hence, simply work with
normalized NIT values. A plot of Vth versus the probability
that a PMOS device is stressed, computed using the method
outlined above, is shown in Fig. 23. The figure shows an initial
steep rise, since NIT and ΔVth are ∝ t1/6. A lookup table built
using this figure can then be used to determine the sensitivity
of gate delays to temporal degradation caused by aging, and
thereby shifts in timing numbers can be estimated.

X. CONCLUSION

NBTI is a growing threat to temporal circuit reliability, and
hence its accurate estimation is essential for suitably guard
banding our designs. The dynamics of interface trap generation
and annealing depend on a large number of complex factors,
which can be analytically captured using the framework of
R–D model. Existing NBTI models fail to account for all of
these factors, particularly the effect of finite oxide thickness,
and the role of the reaction phase during recovery, thereby
leading to poor scalability or an inaccurate fit with experimental
data. We propose a new model for estimating the number of
interface traps and suitably account for these effects in our
model. A framework for using this model in a multicycle
gigahertz operation is proposed, which can be used to estimate
the temporal delay degradation of digital circuits.

APPENDIX A
FIRST STRESS PHASE: DIFFUSION IN POLY

In this section, we provide the details of the derivation for
computing the interface traps during the first stress phase, on
account of diffusion in polysilicon layer.

The rate of change in concentration of the hydrogen mole-
cules inside poly is given by

dNH2

dt
= Dp

d2NH2

dx2
for x > dox (41)

which is similar to the equation for oxide in (6). Assuming
steady-state diffusion, as in the case with the oxide (10) in
Section IV, the aforementioned expression can also be approx-
imated as

Dp

d2Nx
H2

(t)
dx2

= 0 (42)

implying that the diffusion front in poly is also linear. The
diffusion front assumes a quadrilateral shape inside the oxide,
followed by a triangle in poly, with the tip of the diffusion front
being at some xd(t) > dox. Hence, we have

φNH2
= − Dp

dNH2

dx

dNH2

dx
=

Ndox
H2

xd − dox
(43)

for x > dox and

Nx
H2

, x > dox = Ndox
H2

− Ndox
H2

xd − dox
(x − dox). (44)

For large values of t, i.e., t � t1, the shape of the plot
can be approximated as a rectangle in oxide, followed by a
triangle in poly, since the oxide thickness is of the order of a
few angstroms, and Dox � Dp. We verify this analytically by
computing N tox

H2
as a function of N0

H2
, as follows:

The number of interface traps is equal to the integral from
(13), which is equal to the area under the curve in Fig. 3(e), as
follows:

NIT(t, t > t1) =
[
dox

(
N0

H2
+ Ndox

H2

)
+ Ndox

H2
(xd − dox)

]
(45)

where Ndox
H2

is the hydrogen molecular concentration at the
oxide. Differentiating, with respect to time, and ignoring the
dNdox

H2
/dt component, since Ndox

H2
is a slowly decreasing func-

tion of time,8 we have

dNIT

dt
≈ Ndox

H2

dxd

dt
. (46)

8The value of Ndox
H2

and N0
H2

are determined by the rate of generation of

interface traps at the surface (increases as ∼ t1/6), and the rate of diffusion
of hydrogen molecules at the tip of the diffusion front (decreases as ∼ √

t),
causing NH2 to be a slowly decreasing function of time.
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From (43) and (46), we have

xd − dox)dx = Dpdt. (47)

Integrating, and using initial conditions, i.e., xd(t1) = dox,
we have

xd = dox +
√

2Dp(t − t1). (48)

We now use the diffusion equation in (4) to compute the value
of Ndox

H2
in (45). Along the oxide–poly interface, the outgoing

flux from the oxide is equal to the incoming flux into poly.
Therefore, we have

φdox
NH2

= Dox
dNH2

dx
= Dp

dNH2

dx
(49)

at x = dox. Since, NH2 is a linear function of x, we have, at the
interface

Dox

(
N0

H2
− Ndox

H2

)
dox

= Dp

Ndox
H2

xd − dox
. (50)

Substituting and simplifying, we have

Ndox
H2

=N0
H2

[
Dox

√
2Dp(t − t1)

Dox

√
2Dp(t − t1) + Dpdox

]

=N0
H2

f(t) for brevity. (51)

It is easy to see that for t � t1, the value of Ndox
H2

almost
becomes equal to N0

H2
. The diffusion front is shown in Fig. 3(f)

for this case. The front almost becomes a rectangle in the oxide
followed by a right-angled triangle in poly. Using (51) in (45),
we have

NIT(t, t1 < t < τ)

=
[
doxN

0
H2

(1 + f(t)) + N0
H2

√
2Dp(t − t1)f(t)

]
. (52)

Lumping the terms in (52), we have

xequiv(t, t1 < t ≤ τ) = dox (1 + f(t)) +
√

2Dp(t − t1)f(t)
(53)

where xequiv represents the tip of an equivalent triangular front
that has the same area. This step is performed such that the
expression resembles the form in (21). Thus, we have the final
expression

NIT(t, 0 < t ≤ t1) = kIT(2Doxt)
1
6

NIT(t, t1 < t ≤ τ) = kIT

[
dox (1 + f(t))

+
√

2Dp(t − t1)f(t)
] 1

3

. (54)

Fig. 24. Hydrogen concentration at the oxide–substrate interface during the
first stress and recovery phases, showing the rapid decrease in N0

H at the
beginning of the recovery phase.

APPENDIX B
FIRST RELAXATION PHASE: RECOVERY IN OXIDE

In this section, we describe the detailed derivation for the
oxide recovery phase of NBTI action, during the first relaxation
phase. During this stage, rapid annealing of interface traps
occurs, and NIT(t) decreases significantly. It is vital to model
this phase explicitly, to consider the impact of recovery during
the time lag between the end of stress and the first time of
recovery measurement.9

Recovery in oxide consists of two subphases, namely, a
reaction phase and a diffusion phase. During the reaction phase,
we have from (3)

dNIT

dt
= −krNITN0

H (55)

where kf is zero since there is no trap generation. The hydrogen
concentration decreases exponentially during the beginning of
the recovery phase, as shown in Fig. 24. A decrease in the
concentration of interface traps occurs during this process.
However, the reaction phase lasts only a few milliseconds, as
seen from the simulation results. As the hydrogen concentra-
tion remains almost constant, diffusion becomes the dominant
physical mechanism. During this diffusion phase, annealing of
interface traps near the interface, followed by back diffusion of
existing hydrogen molecular species in the oxide occurs. For
simplicity in modeling, we combine the reaction phase and the
diffusion phase into a single stage of modeling as follows.

We model the rapid annealing of interface traps inside the
oxide, which occurs from time τ to τ + t2, where t2 is the time
at which annealing proceeds into poly. Let us model the events
at the interface as a superposition of two effects: “forward”
diffusion, away from the interface, and “reverse” diffusion,
toward the interface; the latter anneals the interface traps, as
explained in Section V-D. During this condition, the diffusion
of existing species continues as x(t + τ) ∝ √

2Dp(t + τ) in-
side poly, while the peak of the diffusion front decreases from
N0

H2
to NΔ

H2
, as shown in Fig. 25(c), for some Δ ≤ dox.

9For instance, undesired recovery during the time lag between end of
stress and the first time of measurement, which was not modeled previously,
incorrectly led researchers to believe that the dynamics of NIT generation
followed a t1/4 dependence, instead of the actual t1/6 dependence [10].
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Fig. 25. Diffusion front for the first recovery phase. (a) shows the cross section
of the PMOS transistor. (b) shows the front at time τ , i.e., at the end of the first
stress phase. (c) shows the front at time τ + t, into the first recovery phase.

We may approximate the hydrogen concentration in the
oxide as being a triangle plus a quadrilateral: At time
(τ + t), it goes from zero at x = 0, to NΔ

H2
(τ + t) at x = Δ, for

some Δ ≤ dox. The hydrogen molecular concentration follows
a right-angled triangle profile in poly, since there is no effect
of annealing here yet, with the concentration being Ndox

H2
≈

NΔ
H2

(τ + t) at the oxide–poly interface, and decreasing to zero
again at xd(τ + t). During this phase, the rate of decrease
of interface traps can be assumed to be low, and is hence
approximated as zero. Using the same notation as [4, p. 3],
we have

dNIT

dt
≈ 0 = −kr

(
N0

IT − N ∗
IT

) (
N0

H − N ∗
H

)
. (56)

Since the residual number of interface traps, (N0
IT − N ∗

IT) is
significantly larger than zero, it must mean that the residual
hydrogen concentration at the interface (N0

H−N ∗
H) must be

near zero. Denoting the number of annealed traps as N ∗
IT(τ +

t), we can express the net number of interface traps during
the relaxation phase as the original number of traps, minus the
number of annealed traps

NIT(τ + t) = NIT(τ) − N ∗
IT(τ + t). (57)

The number of interface traps annealed due to backward diffu-
sion [4] can be expressed as

N ∗
IT(τ + t) = NΔ

H2

√
ξ1 × 2Doxt. (58)

Intuitively, this can be considered to be equivalent to a triangle
whose height is given by NΔ

H2
, and the backward diffusion front

beginning at time τ is given from [4] as

x∗(t) =
√

2ξ1Doxt (59)

ξ1 is a parameter that captures the effect of two-sided diffusion,
and its original value is of the order of ≈0.58 [4]. However,

in order to account for the exponential decrease in the interface
trap concentration during the reaction phase of the first recovery
phase, using a single analytical model, ξ1 is set to a large
number, and its exact value is determined through curve fitting.

Based on the argument in Section IV, the total number of
interface traps is given by the area enclosed under the quadri-
lateral plus the triangles in Fig. 25(c) as

NIT(t + τ) ≈ NΔ
H2

(
2dox − Δ +

√
2Dp(t + τ)

)
(60)

where Δ, i.e., the location of the peak concentration of hydro-
gen molecules during recovery [follows the dynamics of the
diffusion front for stress phase, and hence from (17)] increases
with time as

Δ =
√

2Doxt. (61)

The tip of the diffusion front xd(t), computed from (53), is
approximately at

xd(t) = dox +
√

2Dp(t + τ). (62)

Solving for NΔ
H2

in (60), we have

N ∗
H2

=
NIT(t + τ)

2dox −√
2Doxt +

√
2Dp(t + τ)

. (63)

Since, the number of interface traps is given by the difference
between the number of traps at τ and the number of traps
annealed, we have

NIT(t + τ) = NIT(τ) − N ∗
IT(t + τ). (64)

Substituting for N ∗
IT(t + τ) and simplifying, we have

NIT(t + τ) = NIT(τ) − NIT(t + τ)g(ξ1, t) (65)

where, for brevity

g(ξ1, t) =

[ √
2ξ1Doxt

2dox −√
2Doxt +

√
2Dp(t + τ)

]
. (66)

Simplifying, we have

NIT(t + τ, 0 < t ≤ t2) =
NIT(τ)

1 + g(ξ1, t)
. (67)

This process continues until time t2, when the back-diffusion
front has reached the oxide–poly interface.

APPENDIX C
SECOND STRESS AND RECOVERY PHASES

A. Second Stress Phase

For the second stress phase, we use boundary conditions at
time 2τ to determine the tip of the effective diffusion front. We
solve for xeff(2τ) by assuming an equivalent front which has
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diffused from time zero to 2τ and has the same interface trap
concentration as NIT(2τ)

NIT(2τ) = kITxeff(2τ)
1
3 . (68)

The integral for xd(t) from (16) is now solved with the limits
modified, to obtain

xd(t) =
√

xeff(2τ)2 + 2Doxt (69)

instead of (17). This equation can be used in (21) to estimate
the rapid increase in interface traps due to diffusion inside the
oxide for the second stress phase as follows:

NIT(t + 2τ, 0 < t ≤ t1) = kIT

[
2Doxt + xeff(2τ)2

] 1
6 . (70)

This process continues until time t1, beyond which diffusion
occurs in poly. Diffusion inside poly can be computed using
the method outlined in the previous section, and the number of
interface traps is approximated as

NIT(t + 2τ, t1 <t≤τ)=kIT

[√
((1+f(t)) dox)

2+ xeff(2τ)2

+f(t)
√

2Dp(t − t1)
] 1

3

(71)

for time 2τ + t1 to 3τ . For large values of t, f(t) ≈ 1. Hence,
we can approximate the aforementioned expression as

NIT(t + 2τ, t1 < t ≤ τ)

= kIT

[√
2d2

ox + xeff(2τ)2 +
√

2Dp(t − t1)
] 1

3

. (72)

As a sanity check, setting xeff(2τ) in (70), we obtain

NIT(t) = kIT[2Doxt]
1
6 (73)

which is the equation for the interface trap generation inside
the oxide for the first stress phase, from (19). Similarly, setting
t = t1 and therefore f(t) = 0 in (71), we have

NIT(t1 + 2τ) = kIT

[
d2
ox + xeff(2τ)2

] 1
6

= kIT

[
2Doxt + xeff(2τ)2

] 1
6 (74)

which is the equation for interface trap generation inside the
oxide during the stress phase, from (70).

B. Second Recovery Phase

Recovery modeling for the second relaxation phase is similar
to that in the first relaxation phase. We assume that by this
time, the diffusion front has recovered to its original shape of
almost a rectangle in the oxide, followed by a triangle in poly
[Fig. 3(f)]. The aforementioned assumption has been verified
through numerical simulations to be valid for large values of

τ > 1 s. Accordingly, the front for the second recovery phase is
similar to that in (62) and (53), and is given by

xd(3τ) ≈ dox +
√

2Dp(3τ). (75)

During the second recovery phase, the tip of the existing front
is away from the interface, and hence grows as

xd(t + 3τ) = dox +
√

2Dp(3τ + t). (76)

However, rapid annealing occurs near the interface, causing a
decrease in the number of interface traps. Accordingly, we have
the equation

NIT(t + 3τ, 0 < t ≤ t2) =
NIT(3τ)
1 + g′(t)

(77)

where

g′(t) =

[
ξ1

√
2Doxt

2dox −√
2Doxt +

√
2Dp(t + 3τ)

]
(78)

for time 3τ to 3τ + t2, which is similar to the expression for the
first recovery phase, in the oxide, given by (67). Modeling for
the slow recovery phase is similar to that derived in the previous
section, and the final expression is given by

NIT(t + 3τ, t2 < t ≤ τ) = NIT(3τ + t2)

[
1 −

√
ξ2(t − t2)

t + 3τ

]
(79)

for time 3τ + t1 to 4τ .
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